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A RTICL E S 

The Trochoid as a Tack in a Bungee Cord 
ANDREW j. SIMOSON 

King College 
Bristol, TN 3 7620 

1. Introduction 

Perhaps the most beautiful curves studied in calculus are the trochoid family. In the 
mathematical zoo of the typical calculus text, these trochoids are presented as the 
curves traced out by a tack embedded somewhere in a wheel, which in tum is rolling 
around a circle. In FIGURE l(a), the small railroad wheel has a tack in its rim which 
overlaps the larger circular road; the loopy curve is the trochoid, the path traced out 
by the tack. In FIGURE l(b), the wheel is rolling on the inside of the circle . In this 

(a) Inward loops 

F I G U R E  1 

The trochoids 

(b) Outward loops 

paper, we present these trochoids in a more wild setting where they are both hidden 
and defined by a family of lines, giving an alternate model of the trochoid as the curve 
traced out by a tack in a bungee cord whose ends are held by two runners proceeding 
around a circular track. If we imagine this bungee cord as being made of glow-stick 
material, then a time-lapse overhead, stroboscopic photo of the action leads us to 
wrestle with the classic notion of the envelope to a curve and then on to fractional 
derivatives and harmonic envelopes as we explore the nature of this alternative model 
of the trochoid. We conclude with a generalization and several problems, some of 
which could serve as open-ended student projects . 

2. The trochoid equations 

Let us derive, via the classic wheel model, parametric equations for a trochoid in 
terms of a variable t referred to as time. Take a tack of glow-stick material and embed 
it in a "railroad" wheel which is rolling in the xy-plane around a fixed circle whose 
center is the origin and whose radius R is a positive real number. By custom we 
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disallow the road to be a single point and we stipulate that the distance from the 
center of the wheel to the road is nonzero . To allow for some normalized standard 
equations , let us say that the tack's initial position is on the x-axis at a point other than 
the origin. Let P and Q be the positions of the center of the wheel and of the tack, 
respectively. Let the nonzero number r be the "radius" of the wheel so that the 
center of the wheel is initially at the point P0 = ( R  + r, 0) and where the tack is s 
units from the wheel's center so that the tack is initially at Q" = ( R  + r + s, 0), where 
s is any real number with R + r + s =I= 0. We interpret the wheel as rolling around the 
outside of the circle of radius R if r > 0, and as rolling around the inside if r < 0; 
fmthennore, we interpret the tack as initially being on the right hand side of the 
wheel if s > 0, and on the left hand side if s < 0 .  

Now a time-lapse photo of the glowing tack traced out by Q is called a trochoid 
when the tack's motion is periodic in time. In order to obtain periodic motion, � must 
be some non-zero rational number m. Let e be the angle between the positive x-axis 
and a ray from the origin through P. Let cp be the angle between the direction P"Q " 
and the direction PQ. So Q is given by the sum of the position of the wheel's center 
and the vector from this center to the tack; that is, the sum ( R + r )(cos e, sin e) + 
s(cos cp, sin cp ), where initially e = 0 = cp. See FrcuRE 2 for the case when R > 0 and 

F I G U R E  2 
The wheel setup 

s > r > 0. By the arclength formula, we know that R e = rep. Hence Q can be written 
as ( R  + r )(cos e, sin e) + s(cos me , sin me). Next, choose any non-zero rational 
number p and let q = mp . Using the reparameterization pt = e results in Q as 
r(1 + % )(cos pt6sin pt) + s(cos qt , sin qt ). Note that if % = - 1 , then Q's path is a 
circle of radius s .  Otherwise, since any non-zero scalar multiple of this curve is simply 
a rescaling (along with a mirror image in the case of a negative scalar), then any curve 
of the fonn a (cos pt , sin pt) + f3 (cos qt , sin qt ) is a trochoid as well, where a and f3 
are real numbers with a + f3 =I= 0. Let us standardize these equations by dividing by 
a + f3 so that the tack is initially at (1 ,  0). Now let A = � so that 1 - A = � · a +� a +� 
Hence the standard classic equations for a trochoid are given by 

{ x , y )  = ( A cos pt + { 1 - A )  cos qt , A sin pt + { 1 - A )  sin qt) , { 1 ) 
where p and q are rational numbers, p =I= - q , and A is any real number. Notice 
that the path defined by (1) is symmetric with respect to the x-axis and that 
( x(O), y(O)) = (1 ,  0). 

To present an alternative to the wheel model, the mathematical bush in which we 
hope to spot the trochoids , consider the following problem: Two people A and B 
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(a) (b) 

F I G U RE 3 

Following the tack 

walk along holding a taut bungee cord between them. We shall assume that this 
bungee cord stretches uniformly and can collapse to a point. Embed a glow-stick tack 
in the bungee cord; a time-lapse photo will trace out a curve as A and B walk along. 
For example FrGuRE 3(a) depicts A and B walking counterclockwise around the unit 
circle , where A walks five times as fast as B and where the tack is in the middle of 
the bungee cord; the line in the figure represents the bungee cord at a particular time, 
while the path within the unit circle is the time-lapse photo of the tack In general if 
A makes p circuits of the unit circle while B makes q circuits , where p and q are 
rational numbers , then at time t ,  A 's position is (cos pt , sin pt ) and B 's position is 
(cos qt , sin qt ) . Now embed the tack somewhere in the bungee cord between A and 
B ,  and let A be the ratio of the length between the tack and B and of the length 
between A and B ,  (where A =  1 if A and B have the same position). Then the tack's 
position at time t is given by ( x , y )  = ( A  cos pt + (1 - A )cos qt , A sin pt + 
(1 - A)sin qt ), where A is any real number between 0 and 1 ;  this is exactly the 
trochoid equation we found before . 

To encompass the more general case, we envision the two runners as each holding 
onto a point of a cosmic bungee line (rather than just a cord) which stretches linearly 
as the distance between the two runners vru.ies . In this way, the tack can be positioned 
anywhere along the bungee line, not just between the two runners . For example, 
FIGURE 3(b) gives the trochoid for p = 5, q = 1 ,  A =  2. Here the time-lapse photo of 
the tack is a trochoid outside the unit circle. 

As a concession to simplicity, we do not exclude degeneracies as we did before . One 
of these corresponds to the two runners remaining motionless at (1, 0) for all time . 
Hence we say that the standru.·d bungee cord trochoid parameterizations are given by 

T ( p , q , A )  = ( x , y ) = ( A cos pt + ( 1 - A )  cos qt , A sin p t  + ( 1 - A )  sin qt) , ( 2) 

where p and q are any rational numbers and A is any real number. Note that if we 
allow q = - p and A = i, then the path generated by (2) is a line segment. The basic 
difference between (1) and (2) is that (2) allows any ellipse to be considered as a 
trochoid. 

A more stunning way to perceive the trochoids is to imagine that A and B travel 
about separate unit circle tracks , one a unit distance above the other; if the cords 
themselves ru.·e made of glow-stick material, a time-lapse photo of the cord in motion 
yields a surface in IR3, and each hmizontal cross section is a trochoid. A two-dimen­
sional parameterization of this surface is 

G ( t , A) = ( A cos pt + ( 1 - A) cos qt , A sin pt + ( 1 - A) sin qt , A) ( 3) 
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F I G U RE 4 
Layers of trochoids 

where 0 ::o;; t ::o;; 27T and A is a real number. Note that G(t , 1) and G(t , 0) are the two 
unit circle tracks on which A and B are walking. FIGURE 4 is a stroboscopic time-lapse 
photo of this surface wherein a few of the bun gee cords are illuminated and the solid 
curve is the cross section for A = 196 . 

3. Envelopes 

Overhead shots of FIGURE 4 yield striking views, as in FIGURE 5(a, b, c) . That is, 
when "squashed back" into the plane, the bungee cords at any time t appear to be 
tangent to a curve we shall call C as in FIGURE 5(d). Intuitively, there are two natural 
ways to view C. From a global perspective, C is where the surface of FIGURE 5 would 
fold upon itself when squashed down into the plane . From a local perspective, ( x ,  y )  
i s  a point on  C i f  ( x ,  y )  i s  on  the bun gee cord at some time t and ( x ,  y )  always stays 
on the same side of the bun gee cord near time t .  

(a) (b) 

F I G U RE 5 
Moving overhead 

(c) (d) 

Let's consider the global interpretation first . Observe that if we squash or project 
this surface of FIGURE 5 onto the xy-plane so that each G(t ,  A)= ( x ,  y ,  A) is projected 
to ( x ,  y, 0), then the surface folds upon itself creating creases or curves much like a 
heap of linen sheets pressed flat onto the floor develops creases. If a point ( x ,  y )  is on 
such a fold then there should be a normal vector to this surface at the point ( x ,  y ,  t )  
which i s  parallel to the xy-plane; that is , the third coiilponent o f  this normal vector 
should be 0. Recall from vector calculus that a normal to the surface as given by G is 
obtained by crossing Gt and GA of (3), where Gt and GA are the gradients of G with 
respect to t and A. Now 

Gt = ( -Ap sin pt- ( 1-A) q sin qt ,  Ap  cos pt + ( 1-A) q cos qt ,O) 



MAT H E M AT I C S  M A G A Z I N E  V O L .  7 3 ,  N O . 3 ,  j U N E  2 0 0 0  

and 
GA = (cos pt - cos qt , sin pt - sin qt , 1) . 

Therefore the third component of the cross product Gt X GA is 

-A p(sin2pt + cos2 pt) + ( 1- A)q(sin2qt + cos2qt) 
+ ( A p - ( 1 - A) q )(cos pt cos qt + sin pt sin qt ) . 

1 75 

Setting the above expression to 0, using some trigonometric identities , and solving for 
A gives 

A=-
q

­p + q . 

Substituting this expression into (2) gives the parametric equations for C as 

( ( ) ( ) ) = ( p cos( qt) + q cos( pt) p sin( qt) + q sin( pt) ) 
x t , y t  + , + . p q p q (4) 

Observe that (4) is a very special case of (1) ; when p and q are both positive then 
(4) is a parameterization of the epicycloid (i . e . ,  when s = r ) , and when p and q are of 
opposite signs then (4) is a parameterization of the hypocycloid (i . e . ,  when r < 0 and 
s = lrl). See FIGURE 6 for the hypocycloid corresponding to p = 5, q = -1;  note that 
this curve lies outside the unit circle. 

(a) 

F I G U RE 6 
A hypocycloid 

(b) 

The classic way to achieve this same result is to use a representation involving the 
points ( x ,  y )  on the bungee cord lines , rather than the convex combination represen­
tation of (1) as used above. To obtain this representation, note that a point ( x ,  y) is on 
the bungee line at time t if and only if 

y - sin pt _ sin qt - sin pt 
X - COS pt - COS qt - COS pt . 

After rearranging terms and using a tiigonometiic addition identity in the above 
expression, we observe that if ( x ,  y )  is on the bungee cord at time t then F( x ,  y ,  t )  = 0 
where 

F ( x ,  y ,  t) = x ( sin pt - sin qt) + y ( cos qt - cos pt) + sin( qt - pt) . ( 5) 

Note that the set of points ( x ,  y ,  t )  for which F = 0 is a surface in !ffi 3, as typified by 
FIGURE 7; observe that for each t-value pictured on the vertical axis, there is exactly 
one line , except for those times t for which the runners meet, in which case there is 
an entire plane of lines .  
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F I G U R E  7 
The surface F = 0 for p = 2, q = 1 

As before, we want to determine the fold set of this surface when it is projected 
onto the xy-plane. This time, observe that a point ( x , y )  is on the fold set whenever 
there is a tangent plane to the surface at ( x ,  y ,  t) which is perpendicular to the 
xy-plane. Via vector calculus, this condition translates to F1( x ,  y ,  t )  = 0, where F1 is 
the pa1tial deiivative of F with respect to t. Hence the fold curve C ,  classically called 
the envelope of the family of lines F( x ,  y ,  t )  = 0 indexed by t, is obtained by solving 
the system 

F( x ,  y ,  t ) = 0 and F1( x ,  y ,  t ) = 0. ( 6) 

After a good deal of straightforward simplification, the parametric solutions to these 
equations is that given in (4). See [8] for details; Example 3 of [2] gives the same result 
using an altogether different approach. See [3, p .76] for a more formal presentation of 
this definition of the envelope. 

Now let's consider the local perspective . Observe that if t is not a time at which A 
and B occupy the same place, then for each such t and for each real number c, 
F( x ,  y ,  t ) = c is a line parallel to the line F( x ,  y ,  t ) = 0 in the xy-plane. For such 
times t, we say that a point ( x , y )  is above the bungee line if F( x ,  y, t ) > 0, below 
the line if F( x ,  y, t) < 0 and on the line if F( x ,  y, t) = 0. Therefore, to find those 
points ( x ,  y, t) for which ( x , y) is both on the bungee cord at time t and for which 
( x ,  y )  always stays on the same side of the bun gee cord near time t ,  we need to 
identify those points ( x , y ,  t) for which both F( x ,  y ,  t )  = 0 and for which F( x ,  y, s) is 
either solely nonnegative or solely non positive for s-values near t; that is , t is both a 
root of F( x ,  y ,  s) and a local extreme point of F( x ,  y ,  s) with respect to s. Such 
points will be contained in the solution set to the system of equations (6) above. Both 
the global and local perspectives lead us to solving the same system of equations! 
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4. Which trochoids are bungee envelopes? 

Since the epicycloid and hypocycloid appear ever so nicely as envelopes of the bun gee 
cords, it is natural to ask whether the general trochoid can be perceived as the 
envelope of a similar family of lines .  With this in mind we pose the following problem, 
where f and g are functions from IR into IR. 

A bungee cord characterization: Given a curve f in the xy-plane, find a 
function pair ( f , g) such that the envelope of the family of lines {�It E IR} is r, 
where � is the line through (cos f(t ) , sin f(t )) and (cos g(t ) , sin g(t )). 

For example, for the epicycloid and hypocycloid classes, the function pairs are the 
linear functions ( pt, qt ) where p and q are different nonzero rational numbers with 
p =I= - q .  In general, if A and B proceed at varying rates about the unit circle then we 
have the following result, where sh and ch represent sin h(t ) and cos h(t) ,  respec­
tively, where h is a function in terms of the variable t .  

THEOREM 1 :  A PARAMETERIZED ENVELOPE. The envelope formed by the family of 
lines whose endpoints are (cos f( t ), sin f( t )) and (cos g ( t ), sin g ( t )), where f and g 
are different differentiable functions, is the parametric set of equations : ( f 'Cg + g'C1 f'Sg + g'S1 ) (x(t), y(t)) = f'+g' , f'+g' . ( 7) 

To derive these equations note that a point (x, y ) on any of these lines must satisfy 
the equation 

sin g ( t )  - sin f ( t )  
y - sin f( t )  = ( x - cos f (  t ) ) cos g ( t ) - cos f ( t ) 

for some t .  Rearranging terms, we can represent the set of points ( x ,  y , t )  satisfying 
such equations as the zero level set of the function F( x ,  y , t )  = x( Sf - S g) + 
y(Cg- c1) + Sg-J· Hence F1 = x(CJ f '- Cgg') + y(SJ f '- Sgg') + Cg_1(g'-J') . 
After much straightforward simplification, similar to the steps used in solving (6), the 
solution set to the equations { F  = 0, F1 = 0} can be written in the desired form. 

In terms of the bungee cord characterization problem, we would like to find that 
function pair ( f , g) which yields a given trochoid curve r as the envelope .  Since these 
trochoid curves are so strongly related to the epicycloid and hypocycloid, one might 
guess that finding the bungee cord characterizations for the trochoids ought to be 
easy. A poor first guess to match a translate f of the polar curve r = t + cos 8 
appears in F!GUHE S(a) where f(t )  = 2 t  + 2sin 2 t  and g(t )  = t; r is the lighter curve 
and the envelope is the heavier curve . One "near miss" for the bungee cord 

(a) A first try 

F I G U R E  8 
Bogus trochoids 

(b) A near-miss 
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characterization of r is the function pair (j, g )  = (2 t + � sin t, 2 t - �sin t ); the 
envelope for this function pair in FIGURE 8(b) surely looks like a trochoid; but with a 
fair amount of work one can show that it matches no horizontal translate of any polar 
curve of the form r = a + {3cos (} for any positive numbers a and {3. As far as we 
know, finding the bungee cord characterization for the trochoids remains an open 
problem .  

5. Harmonic envelopes 

Although we are unable to produce the general trochoid as an envelope of a family of 
bungee cord lines held by two runners moving about the unit circle, we can flush 
some trochoids from their hiding places in the family of lines given in (5) by 
employing the higher order partial derivatives of F. Observe that if F = 0 can be 
perceived as a surface in �3, so can a"� = 0. In fact, such surfaces will look very 

at 
much like FIGURE 7. The intersection of any two of these surfaces will then be some 
path in �3. With this idea in mind, we define g;;, called the u th ha rmonic envelope, 
as the projection of the intersection of the surface F = 0 and the surface ��� = 0 
where u is any positive integer. These harmonic envelopes suggest some natural 
conjectures .  That is, from FIGURE 9(2), the curve 3'2 looks like a trochoid; and sifting 
through the equations yields the following result, where we use the word "harmonic" 
in the sense of obtaining similar patterns at "deeper" levels . 

3 

4 1:4 

F I G U R E  9 
Harmonic envelopes for p = 5, q = 1 

THEOREM 2: HARMONIC ENVELOPES. Let n be a positive integer. Let F be the 
Junction in (5). The curve 3'2n is a t rochoid whose parametric representation is 

( 
x 

) = 
( ( p 2" _ ( q _ p ) 2" )c" + ( ( q _ p ) 2" _ q 2" )cq " ' Y 2 n 2n ' p - q 

(p2" _ ( q - p )2")s" + (( q - p )2" - q2")Sq ) 
p 2" - q 2" . (8) 
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( ) 
a2np r To generate 8 note that at"" = 0 is equivalent to the rollowing: 

x ( p 2"SP - q 2"Sq ) + y ( q 2"Cq - p 2"CP) + ( q - p )2" Sq -p = 0 .  

1 7 9  

F F 0 1 5r"+y (cp-c") s b · · 1· · · F 0 rom = , we mve x = 
5 _ 5 

. u stitutmg t us expressiOn mto 1 = 
p q 

along with much straightforward simplification, we have the desired equation for y .  
The formula for x i s  similarly derived. Then observe that (8) i s  a special case of  (1). 

FIGURES 9(4) and 9(10) are the trochoids � and Yj_0. The odd orders fail to yield 
trochoids however; for example Figure 9(3) gives g;. Experimenting with other 
combinations gives interesting curves as well; for example, Figure 9(1 : 4) is an exotic 
curve which is the projection of the intersection of the surfaces F1 = 0 and F1111 = 0. 

6. Interpreting the second harmonic 

To understand the significance of the second harmonic as a trochoid, let us recall from 
linear algebra the formula for the distance between a point X =  ( x, y) and a line 2 
through the points A and B .  The projection vector P of the vector AX onto 2 is 

( X - A) · ( B - A) 
P =  ( B - A) · ( B - A) ( B - A) .  

Hence the Euclidean distance from X to 2 is the square root of the dot product of 
X - A - P with itself, which upon simplification is 

_j ( ( X - A) · ( B - A) ) 2 
H( x , y , t ) = v ( X - A) · ( X - A) - ( B - A) · ( B - A) , (9) 

where we identifY A and B with the position of the two runners , namely, A = 
(cos pt , sin pt )  and B = (cos qt , sin qt) .  We see that in some ways F is a shadow of H 
in the sense that, except when the two runners A and B are near the same location, 
when H is far from 0 then so is F. That is, for almost all t-values ,  the solution set in 
the xy-plane for F( x ,  y, t) = 0 is the same as that for H( x ,  y ,  t) = 0. The reason for 
the disparity is that when the runners meet at time t ,  the solution set to F( x ,  y ,  t )  = 0 
is the entire xy-plane whereas the solution set to H( x ,  y ,  t )  = 0 is the empty set. 
FIGURE 10 shows the typical relation between F and H; in particular, it compares the 
functions F(O, .85 ,  t) and H(O, .85, t) (as a lighter curve) for p = 2, q = 1; note that 
the roots of the two curves agree except at the time t = 0 and t = 2 7T', the place where 
the runners meet. 

2 
1 .5 

1 
0.5 

-0.5 
- 1  

-1 .5 

F I G URE 10 
Distance functions of ( x ,  y )  to  the bun gee cord 
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Thus if we interpret F as a "signed distance function" of the point (x, y) from the 

bungee cord at time t ,  the solution set of the condition ::� = F11 = 0 includes the 
points at which F(x, y, t )  is changing most rapidly with respect to t ;  that is , 
intuitively, this solution set to F = 0 = Ftt includes those points for which the bungee 
cords are sweeping over the point (x, y) at time t most rapidly. To use a baseball 
analogy, if we think of the point ( x ,  y) as a baseball, the cord F( x, y, t )  = 0 at time t 
as a baseball bat, and F1(x, y, t )  as the speed of a baseball bat at time t ,  then the 
condition F = 0 = Ftt translates into hitting only those baseballs which can be hit as 
hard as is possible; that is, intuitively, the second harmonic are those places of optimal 
impact. To summarize more simply, with respect to time, the first harmonic is 
basically the set of extremes as well as the zeroes of F, whereas the second harmonic 
is basically the set of inflections as well as the zeroes of F. 

7. Some geometry of the higher harmonics 

The intuitive nature of the higher harmonic trochoids is rather unclear to this writer. 
However, besides having shown that a purely mechanical manipulation of the deriva­
tive gives the observation that the even orders yield trochoids and the odd orders 
greater than one fail to do so, we can give some geometrical insight into the warping 
and rotating influence by the u th derivative acting on the original family of lines .  
Doing so involves fractional derivatives , unfamiliar to many, which we explain below. 

For any real number u ,  let the curve 9;:, the u1" harmonic envelope, be defined as 
the x-y projection of the solution set of {F = 0, �·;z: = 0}. In particular, with this 
operator it is helpful to see how the epicycloid 9i in FIGURE 9(1) morphs into the 
trochoid .9;, of FIGURE 9(2) as u increases from 1 to 2. As will be shown, the derivative 
metamorphosis of 9i becoming .9;, encounters a stage 91.35 which is similar in kind 
to the stage 9'3 in the metamorphosis of .9;, into �. 

The fractional derivative (see [6] and [7]) dates back to 1867. Integral to its 
definition is the gamma function: r(a) = J;xa-le-x dx, where a >  0; extend this 
function to all real numbers by using the recursion relation r(a) = r(aa+ l) for all a . 
See FIGURE ll(a). Then the somewhat intimidating definition due to Grunwald (1867) 
of the u th fractional derivative expanded about a where u and a are any real 
numbers is 

d"f( x) . {[9r" NI:l r(j - u ) ( .x - a )} 
[d( x - a) ]" 

= J1�oo f( -u ) J=O f(j + 1) f x - y!r · ( 10) 

With a few appropriate tricks , we can find 9;;. First of all, we take a = 0. Two familiar 
properties of the ordinary derivative operator remain, namely, for any functions f and 

0 fL------4-----,� 
-0.5 

F I G URE 1 1  
The r function and the semiderivative 
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g and constants a and f3 we have 

Linearity: 
d"(af(x) +{3g(x)) _ 

d"f(x) d" g(x) 
d " - a d " +{3d " · 

A limited chain rule : 

X X X 

d"f( ax) "d"f( ax) 
�<-+-.,.,....-.<.... = a where a > 0 .  dx" d(ax)" 

1 8 1 

( l l ) 

( 12) 

Some familiar properties of the ordinary derivative are hopelessly absent. In 
particular, it turns out that the u1h derivative of a periodic function fails in general to 
be periodic. To demonstrate this phenomenon, let's consider the semi-de rivative, a 
special case of the general definition as presented by Courant and Hilbert [6, p. 50]; 
applying their definition to the sine function gives 

dtsin x 
_ r;:;;2 j{ii { 

_ ?T 2)d , -v� cos x 2 t t .  
dx'- o 

(13) 

Fresnel integrals of this kind are found in the standard reference [ 1 ,  p. 300] . The 
light curve of FIGURE l l(b) depicts the graph of the semiderivative of sin x on [0, 2 ?T  ] . 
As x increases, the semi-derivative of sin x converges to sin( x + .;f), the heavier curve 
of FIGURE l l(b). And in general for large x it can be shown [6, p. l lO] that 

and 

d"sin x • { 1T 
) 

x-l-u 
dx" = Slll X+ 2U + f( -u) 

d"cos x { 1T 
) 

x-z-u 
dx" = cos x+2u +r(-u- 1) 

-3-u X 
=-;,....------::-;-+ ... r( -u- 2) 

x-4-u 
=-,..-----:-+ .... f( -u-3) 

Thus, for u > 0 and for x sufficiently large, 

d"sin x { 1T 
) dx" :::: sin x + 2u and 

d"cos x { 1T 
) dx" :::: cos x + 2u . 

ii"F By (l l), (12) and (14), for 0 < p s q ,  at" = 0 is asymptotically equal to 

(14) 

x ( p"sin
{ pt + �

u
)-q"sin { qt + �tt)) + y ( q"cos ( qt + �

u
)-p"cos ( pt + �

u
)) 

II ( ?Ttl ) + ( q - p) sin ( q - p) t + 2 = 0 .  

I f  p > q ,  then the last term on the left in (15) can be replaced with 

-(p-q) " sin ((p-q) t+ �u
). 

(15) 

Similarly, the reader can adapt (15) appropriately if either p or q is negative by taking 
advantage of the odd and even property of the sine and cosine functions, respectively. 
For each u, the family of lines �:� = 0 parameterized by t has an envelope .  FIGURE 
12, where p = 4 and q = 1, illustrates this phenomenon for the u-values 
{1, 1.3, 1.6, 1.9} , suggesting that the u1" partial derivative acting on the family of lines 
as given by F = 0 tends to constrict and rotate them into another family of lines in a 
somewhat exotic fashion. Let's define �� to be the projection onto the xy-plane of the 
intersection of the surface F = 0 with the surface given by (15). Note that as t gets 
large, :7;, approaches �� . Thus we can view :7;, as being asymptotically periodic. 

The graphs of these asymptotic harmonic envelopes as in FIGURE 13, show how the 
epicycloid of FIGURE 9(1) changes with the fractional derivative into the trochoid of 
FIGURE 9(2) . To describe this transformation, we imagine a surgical team of four 
simultaneously snipping FIGURE 9(1) at the four points furthest from the origin, so 
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1 1.3 

1.6 1.9 

FIGURE 1 2  
a"F Envelopes of the family of lines ----at" = 0 for p = 4, q = 1 

creating eight thrashing strands which explode outwards to the point at infinity 
somewhat like the severed ends of a piano string erupting under great tension; each 
surgeon grapples with the two strands he or she created, wrestling their communal 
patient clockwise, causing the curve to cross at its cusps so forming loops, as they push 
the strands back into themselves, and ultimately meld the ends at the four points 
nearest the origin. FIGURE 14 shows how the trochoid emerges from "nothing" into an 
epicycloid by examining the fractional derivative homotopy as u ranges from 0 to 1 .  

8. A generalization and some questions 

Just as the wheel model of the trochoid generalizes to multiple wheels in [4], so the 
bungee cord model generalizes. That is, if A; are real numbers with I:;'= 1 A; = 1 and a; 

1M � 1.00 � 1.� � 
FIGURE 13 

An epicycloid morphing into the trochoid .9'2 
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FIGURE 14 
An epicycloid emerging from nothing 

are rational numbers then any curve of the form ( 1t A1cos( a1t), 1t A1sin( a1t)) 

183 

is a generalized trochoid. Such a generalized trochoid is generated by following the 
path of a tack in a stretchable rubber sheet whose comers are held by n people where 
person i moves around the unit circle with speed a1• Actually, we view the entire 
xy-plane as a cosmic rubber sheet which can fold in upon itself, wherein the tack 
moves around in the plane as a fixed linear combination of the position of the runners. 
FIGURE 15 depicts the path of a tack in a triangular sheet whose comers are positioned 
at (cost,sint), (cos5t,sin5t) and (cos17t,sin17t) and A1 = �, A2 =�and A3 = i, 
respectively. Alternatively, we could think of the tack as being the hub of n bungee 
cords, each one of different elasticity, whose separate ends are held by the n runners. 

(a) Tack on a sheet (b) Path of the tack 

FIGURE 1 5  
A "three-person" trochoid 

Finally, we pose some problems for the reader. 
1. The ellipses (x, y) =(cost, a sin t) are the trochoids r( 1, -1, a ; 1 ), where a 

is any number. 
2. The polar flowers r = cos(�(} ), where m and n are integers, are the trochoids 

r( n + m ,  n- m , i ) . 
3. The polar cardioid r = 1 +a cos (}, where a is any positive number, is the 

translated trochoid a ; 2 r( 1, 2 , a : 2 ) + ( i , 0) . 
4. The epicycloid a

1
nd hypocycloid of p cusps are r( p + 1, 1, P � 2 ) for p :2: 0 and 

T( p- 1, -1, 2 _ p ) for p :2:3, respectively, for p E 7L. 
5 .  Some trochoids of p non-intersecting "inner" and "outer" loops are T( p + 1, 

1 , 1• 
+ 2 p ) and r( p -1, -1, \-2 P J for p :2: 3 with p E 7L. p-+2p p -2p 



1 84 © M AT H E M A T I C A L  A S S O C I AT I O N  O F  A M E R I CA 

6. Find a bungee cord characterization of the general trochoid. Find other familiar 
or unusual curves which can be generated from elementary function pairs (f, g ). 

7. Classify the curves in the xy-plane as given by the solution set to the system a" F a"F 
-,-, = -" , where u and v are positive integers. Is the case for u = 1 and v = 4 at at 
as given in FIGURE 9 the most exotic of these curves? 

8. Each family of lines given by �:� = 0 as indexed by t has an envelope where u is 
a real number. See FIGURE 12. Some of these are epicycloids and hypocycloids. 
How are these envelopes related (as u changes)? 

9. Let� be the projection of the intersection of the surfaces H( x ,  y ,  t) = 0 and 
Hi x ,  y ,  t) = 0, where H is as given in (9). Note that both F = 0 and H = 0 are 
simply different representations of the same family of lines, and since the 
envelope of a family of lines should intuitively be independent of the representa­
tion, verify that the first harmonic 9i and � are the same almost everywhere. 
The reader should be forewarned that the computer-generated parametric solu­
tion for� runs on for numerous pages. Contrast the second harmonics as well , 
that is, 3'2 and �. 
As an altogether different problem with respect to these harmonics, try this 
elusive question: does limu .... 09;; exist, and if so, is it a path? See FIGURE 14 (0 .01) .  

10. In this paper we allowed two runners to proceed about the unit circle connected 
by a bungee cord. Now allow them to proceed about any trochoid. In particular, 
try the polar curve r = cos pfJ, following Maurer [5], where p is a positive integer 
with runners A and B positioned on the track at the polar angles (} + 8 and (}, 
respectively, for a fixed 8, while (} ranges from 0 to 27T ,  so that the radial 
positions of A and B are cos p((} + 8) and cos p8, respectively. What kinds of 
paths are traced out by tacks embedded in such bungee cords? FIGURE 16 shows 
the cords and the envelope corresponding to p = 5 and 8 = ���. Are any of these 
familiar curves? 

(a) The track (b) The chords 

FIGURE 1 6  
An envelope for Maurer 
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The Possibility of Impossible Pyramids 

Introduction 

TOM SIBLEY 
St. J oh n 's U n iversity 

Co l legevil le, MN 5 63 2 1  

When can we form a tliangle or a pyramid from edges with given lengths? Euclid 
found that for three segments to be the sides of a triangle, it is necessmy and 
sufficient for the length of each segment to be shorter than the sum of the lengths of 
the other two. Thus, for any three lengths that could potentially be sides of a tliangle, 
there actually is a Euclidean tliangle whose sides have those lengths . In shmt, 
Euclidean plane geometry is "triangle complete ," as defined and shown analytically 
below. It seems natural to expect that Euclidean space is "pyramid complete" ; that is , 
given six lengths with appropriate restlictions we can find a Euclidem1 pyramid whose 
edges have those lengths . But could there be "impossible pyramids" ? Might there be 
lengths for the sides of a pyramid that form four triangular faces even though no 
Euclidean pyramid exists with those lengths? 

As pmt of this investigation we shall describe a family of metlic spaces which 
includes that of Euclidean geometry. 

DEFINITIONS. A metric space ( X, d) is a non-empty set X to gether with a metric 
(or distance) d such that for any elements P, Q, R E X, 

(i) d(P , Q) � 0; 
(ii) d(P, Q) = d(Q, P); 
(iii) d( p, Q) = 0 = p = Q; 
(iv) d(P, Q) + d(Q, R) � d(P, R). 

Property (iv) is the trian gle inequality. A metric space is trian gle complete if, for 
any three non-negative real numbers a, b, and c satisfying the triangle inequality in 
any order (i . e . ,  a.:::; b + c, b.:::; a+ c, and c.:::; a+ b), there are three points P, Q, and 
R in X such that d(P, Q) =a, d(P, R) = b, and d(Q, R) =c. 

Let's show that Euclidean plane geometiy (i . e . ,  �2 with the usual Euclidean 
metric) is triangle complete . Given three non-negative reals a, b, and c satisfying the 
three trim1gle inequalities, let P = (0, 0) and Q =(a, 0). We need to find a point 
R = (x, y) such that d(P, R) = b and d(Q, R) = c or, equivalently, x2 + y2 = b2 
and (a-x)2 + t/ = c2. These equations' solutions are x = (a2 + b2-c2)j2a and 
y = ± Vb2 -x 2 = ± ...j ( b -x) ( b + x) . We will establish triangle completeness once 
we show that b2-x2 � 0. Now b + x =((a+ b)2-c2)j2a � 0 because a+ b �c. 
The two other tliangle inequalities show that I a - b I .:::; c and so b -x = 
(c2- (a-b)2)j2a � 0. 

The hyperbolic plane is also triangle complete since Euclid's Proposition 22 from 
Book I holds in hyperbolic geometry. However, not eve1y metlic space is triangle 
complete . For instance,  a sphere in �3 of radius r with distances measured along its 
surface cannot be triangle complete because we cannot find points m·bitralily far apmt 
on a sphere . In fact, even if we restrict a, b, and c to distances that occur on the 
sphere and satisfy the tiiangle inequality, they still need not determine a triangle 
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whose sides are arcs of great circles . For example , first consider an equilateral tri­
angle on a sphere whose three vertices lie on the equator. Note that no equilateral 
hiangle on the sphere can have longer sides . Let d = 27Tr /3 be the distance between 
two of these points and let a, b, and c be equal lengths slightly larger than d. Then 
there is no spherical triangle with sides a, b, and c. 

Euclidean pyramids 

Let's tum to the problem of constructing a pyramid in three-dimensional Euclidean 
space from six given lengths. First of all, approp1iate triples of lengths must form four 
triangles to make the faces of the pyramid, say LiPQR, LiPQS, LiPRS, and LiQRS. 
Thus the triangle inequalities must hold for these triples . We want to glue the 
corresponding edges of the triangles together to make a pyramid. We formalize this 
intuitive idea as follows: 

DEFINITION. A metric space ( X, d) is pyramid complete if, for any sextuple of 
non-ne gat·ive real numbers (a, b, c, d, e, f) such that each of the triples {a, b, c}, 
{a, d, e}, {b, d, f}, and {c, e, f} satisfies the trian gle inequalities in any order, there 
are four points P ,  Q, R ,  and S in X so that d( P ,  Q) =a, d( P ,  R) = b, d(Q,  R) = c, 
d( P,  S) = d, d(Q, S) = e, and d( R ,  S) = f . 

(See FIGURE 1 ;  the tliple {a, b, c} corresponds to LiPQR.)  
Is  Euclidean space pyramid complete? The following example shows that the 

answer is no. 

Example 1. Consider the sextuple (14, 8, 8, 8, 8, 8). We need d( P ,  Q) = 14, and all 
the others to be 8. We can readily make d( P ,  R) = d( P ,  S) = d(Q,  R) = d(Q,  S) = 8 
as well, but we will see that these distances restrict the possible values of d( R ,  S). If 
we fix P, Q, and R and rotate triangle LiPSQ around the side PQ, we get the largest 
distance between R and S when all four points are in the same plane; see FIGURE 2. 
For M, the midpoint of PQ, the Pythagorean theorem applied to LiPMS 

and LiPMR gives d( S, M )  = d( R ,  M )  = V d( P ,  R ) 2- d( P ,  M ) 2 = V8 2-7 2 z 

3.873. Thus, no matter how we rotate LiPSQ, d(B, S):::::; d( R ,  M )  + d( M,  S) < 7.75, 
which is less than the required 8. 

p 

Q R 

FIGURE 1 

R 

p 

Q 
FIGURE 2 

s 
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Remarks A scaled down version of Example 1 shows that no 3-dimensional space 
that is " locally Euclidean" (technically a 3-dimensional manifold), such as hyperbolic 
space, can be pyramid complete . Several mathematicians, starting with Niccolo 
Tartaglia in 1560, have published versions of the following formula relating the 
volume V of a pyramid to the lengths of its six sides: 
y2 = i( a2j2( b2 + c2 + e2 + d2) + b2e2( a2 + c2 + p + d2) + c2rF( a2 + b2 + p + e2) 

-a4f2 -a2f4 - b4e2-b2e4 -c4d2 -c2d4 
-a2b2c2 _ a2e2d2 _ b2j2d2 _ c2f2e2). 

The triangle inequalities for the faces together with the requirement that V 2 
non-negative give necessary and sufficient conditions on the lengths for a Euclidean 
pyramid to exist (see [4]). 

The taxicab metric 

Are any metric spaces pyramid complete? Yes ! We show that �3 with the taxicab 
metric is pyramid complete. The taxicab metric provides an easily-explored geometry, 
often called taxicab geometry. (See, e .g . , [2], [3], [5], and [7] .) The "taxicab" name 
comes, in �2, from the distances travelled by cars if all streets run either Nmth-South 
or East-West. (See FIGURE 3 .)  Cars that stay on the roads cannot benefit from the 
Pythagorean theorem, so the total distance between any two points is the sum of the 
distances in the principal directions. We consider the taxicab metric only in �3, 
although it is readily defined in � ". 

DEFINITION. For two points (x1, y1, :::1 ) and (x2, y2, z2) in �3, 
dr((x,, y,, z,) , (x2, Y2• z2)) = lx2 -x,l + I Y2 -y,l + lz2 -zl 1. 

See, e .g . , [6, pp. 214-219] for a proof that �3 with the taxicab metric dr is a metric 
space . Moreover, we can show that �3 with the taxicab metric is tliangle complete . 
Let a, b, and c satisfy the three triangle inequalities and, without loss of generality, 
assume that a is the largest. Let P = (0, 0, 0), Q = (a , 0, 0), and R = (x, y, 0), where 
x =(a+ b-c)/2 and y = (b + c-a)j2. From the triangle inequalities 0 � x and 
0 � y. It is easy to check that dy ( P ,  R) = x + y = b and dy(Q, R) = (a-x) + y = c, 
as in FIGURE 4. Note that this argument makes no use of the third coordinate, so the 
"taxicab plane" is also triangle complete . 

• ( 1 ,3) R-(x,y,O) 

Q =(a,O,O) 

p = (0,0,0) 

FIGURE 3 FIGURE 4 

In the taxicab metric 
d ((1,3), (4,- 1)) = 3 + 4 = 7 
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Let's reconsider the six lengths from Example 1 using the taxicab metric. Although 
no Euclidean pyramid exists with these edge lengths, the following example shows 
that there is such a "taxicab" pyramid in �3. 

EXAMPLE 2. Let P = (0 ,  0, 0), Q = ( 7, 7, 0), R = (7 ,  0, l), and S = (3, 4, 1) as in FIG­
URE 5. Then dy(P, Q) = 14, dy (P ,  R) = 8, dr (Q, R) = 8, dy (P, S) = 8, dy(Q, S) = 8, 
and dy(R, S) = 8. 

FIGURE 5 suggests a general approach to proving that taxicab geometry is pyramid 
complete. Note that R is above one comer of the rectangle in the xy-plane with 
opposite comers P and Q, and that the amount R is raised above that rectangle 
depends on how much the sum of the distances dT(P, R) and dy(Q, R) exceeds 
dy(P, Q) in tliangle b.PQR. That is, dT (P,  R) + dy(Q,  R) - dy(P, Q) = 2, twice the 
height of R above the plane of that rectangle. If we were given just the first five 
distances dT (P ,  Q) = 14, dT (P ,  R) = 8 ,  dT (P, S) = 8, dr(Q, R) = 8, and dr(Q, S) = 
8, the tdangle inequalities for tdangle b.PRS (or b.QRS) limit dT(R, S) to any 
number from 0 to 16. Thus pyramid completeness requires us to obtain pyramids for 
all of the values for dr(R, S) from 0 to 16. In FIGURE 5 we can obtain the values 
between 0 and 14 by sliding S along the diagonal between R = S' and S". (The 
special conditions of this example force R and S' to be the same point.) To see this 
note that all points ( x ,  y, 0) on the line x + y = 7 with 0 � x ,  y � 7 are a distance of 7 
from both P and Q. Hence the points ( x, y, 1) will be a distance of 8 from both P 
and Q. However, to stretch the distance dr( R, S) beyond 14, we need a different 
tactic. Note that the two points labeled S* are the maximum distance of 16 from R 
and that the segments connecting S" to them provide a way to vary dr(R ,  S) 
continuously from 14 to the maximum distance 16 while keeping S the correct 
distance from P and Q. 

THEOREM l. Taxicab geometry on �3 is pyramid complete. 

Proof Suppose that we are given a sextuple of non-negative numbers 
(a ,  b ,  c, d, e, f) such that all hiangle inequalities hold on the following hiples: 
{a , b ,  c}, {a , d, e}, {b , d, f} , and {c, e, f}. (Refer to FIGURE 1 for the relationship 
between these lengths and the points P, Q, R, and S.) For ease, we assume 
b + c 2 d +e. (If b + c < d + e, we switch R and S in what follows.) We follow 
Example 2, choosing P = ( 0, 0, 0), Q = (t, u ,  0), and R = (t ,  0, v), where dy(P, Q) = a , 
dy (P, R) = b ,  and dT(Q, R) = c. (See FIGURE 6.) 

X 

z {0, 7,1) =S" 
s•-(-1,7,0) 

•---�c;.......,_ ___ y or 

FIGURE 5 

s = (3,4,1) 
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FIGURE 6 
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From the definition of the taxicab metric we get the equations 

The solutions 

t + u = a, t + v = b ,  and u + v = c .  

t = .5 ( a + b - c ) , u = . 5( a + c - b ) , and v = . . 5( b + c - a ) 

are all non-negative because of the hiangle inequalities satisfied by a, b ,  and c. 

1 89 

Next we place S. We could solve three additional equations for S with various 
cases, but a geometric approach provides more insight. As in the discussion following 
Example 2 we treat d/R, S) as a vmiable . We use the fourth and fifth numbers, d 
and e, to determine the range of possible locations for S relative to points P and Q, 
which is the range of values for dT (R, S). We will show that this range includes f. 
Figures 7 through 10 illustrate our strategy. The clashed lines in FIGUREs 7, 8, and 9 
describe the possibilities for S when b �c.  If b < c, only FIGURE 8 changes signifi­
cantly, as shown in FIGURE 10. In all cases, we will show that S' is the candidate for S 
as close to R as possible and S* is the candidate for S as far from R as possible. 

z 

X X 

FIGURE 7 FIGURE 8 

z 

z 
S" 

y 

y 

X X 

FIGURE 9 FIGURE 10 
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We consider now the possibilities for S, showing that these points satisfy d = 
d/P, S) and e = dr(Q, S). Let k = O.S(d + e - a). Because a, d, and e satisfy the 
triangle inequality in any order, we see that k ;:::.: 0. As in Example 2, k will be the 
height above the xy-plane of the points on the dashed line between S'  and S". 
Consider the points X =  ( x, y, 0) satisfying 0 :::;; x, y :::;; d - k = O.S(a + d - e) and 
x + y = d - k .  These points X form the solid diagonal line . Then dr(P, X ) = d - k 
and dr(Q, X ) = e - k = O.S(a + e - d), since the triangle inequalities for a, d, and e 
ensure that both d - k ;:::.: 0 and e - k ;:::.: 0. Given X =  ( x ,  y, 0) as above , the points 
S = ( x ,  y, k )  satisfy dr(P ,  S) = d - k + k = d and d/Q, S) = e. The tables below 
give the coordinates for S ' ,  S", S* , and S between S" and S* for the cases 
corresponding to FIGURE 7 through 10 ,  which depend on how d - k compares with t 
and u. For the column for S, 0 :::;; w :::;; k. 

Figure 
7 
8 
9 
10  

Figure 
7 
8 
9 
10  

S '  S" d - k  
d - k :::;; t , u 

u < d - k :::;; t 
t , u < d - k  

t < d - k :::;; u 

(d - k ,  0, k )  
(d - k , O, k )  

(t , d - k - t , k ) 
( t ,  d - k - t ,  k )  

( 0 ,  d - k ,  k )  
(d - k - u ,  u ,  k )  
(d - k - u ,  u ,  k )  

( 0 ,  d - k , k )  

S* 
( - k ,  d - k. 0) 

(d - k - u , u + k , O) 
(d - k - u ,  u + k ,  0) 

( - k , d - k , O) 

S between S" and S* 
( -w ,  d - k ,  k - w) 

(d - k - u , u + w, k - w) 
(d - k - u ,  u + w ,  k - w) 

( -w,  d - k ,  k - w) 

We can readily check that, throughout the table, 

d = dT ( p, s I) = dT ( p, S" ) = dT ( p, S* ) = dT ( p, s ) . 

Similarly, we find that, throughout the table, 

dT ( Q, S' ) = dT ( Q, S" ) = dT ( Q, S* ) = dT ( Q, s ) = t + u + 2 k - d ,  

which equals e once we rewrite t ,  u ,  and k in terms o f  a ,  b ,  c ,  d ,  and e .  Thus in all 
cases the points between S' and S" and between S" and S* are the correct distances 
from P and Q. 

Finally, we show that the points S' and S* in each case give, respectively, the 
minimum and maximum distances between R and S compatible with the relevant 
triangle inequalities. We now need the assumption b + c ;:::.: d + e, which implies that 
dr(P,  R) + d/'Q, R) exceeds dr(P,  Q) by more than d/P, S) + dT(Q, S) exceeds 
dr(P,  Q). Hence the z-coordinate of R must be greater than the z-coordinate of S. 
In FIGURES 7 and 8, where S' = (d - k ,  0, k ) , S '  is "between" P and R. That is, 
dT (P,  R) = dT (P ,  S ' )  + dr(S' ,  R). Because dr(P,  R) = b, dr (P, S ' )  = d and b :::;; d + 
f, we see that dr(S' ,  R) ::;;f. In FIGUREs 9 and 10 ,  S '  = (d - k - u ,  u ,  k )  is "between" 
Q and R and a similar argument shows that dT (S ' , R) ::;;f. In the same way we see 
that f :::;; b + d = dr(R ,  S* ) in FIGUREs 7 and 10 and f :::;; c + e = dT (R ,  S* ) in FIGURES 
8 and 9. In short, dr(R ,  S ' )  :::;;j :::;; dT (R ,  S* ). This completes the proof. • 

Related metrics 

The Euclidean and taxicab metrics are special cases of the so-called p-metrics (for 
1 :::;; p < oo) , a family of metrics defined as follows for lffi 3. 
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DEFINITION . On IR 3, define dp for any real number p � 1 by 

( I " I I " I I " ) 1 1" dp ( ( x, y , z ) , ( k , l , m) ) = l x - k + y - l + z - m . 

1 9 1 

The Euclidean metric is the case p = 2 and the taxicab metric is the case p = 1. 
See, e .g . , [6, pp. 214-219] for a proof that dP is a mehic on IR " .  

It can b e  shown that IR "  with any o f  the p-metrics is hiangle complete . Since the 
proof requires more advanced ideas from real analysis, we omit it. Interestingly, 
however, we can settle the question of pyramid completeness without advanced 
mathematics. FrcuRE 11 illustrates in two dimensions the shape of the "p-circles" of 
the same radius for different values of p < oo. Note that the taxicab "circle" has 
straight sides, while all the others are curved. This flatness is the key to pyramid 
completeness for the taxicab metric. Each of the other p-circles is strictly convex: 
Each point on these circles has a tangent line that intersects the circle in only that 
point. Similarly, for p > 1 the three-dimensional "p-spheres" are strictly convex: Each 
point has a tangent plane that intersects the p-sphere at only one point. 

FIGURE 1 1  
p circles for 

p = 1 ,  p = 1 .5, p = 2, p = 3. 

FIGURE 1 2  
p circles 

including p = oo 

EXAMPLE 3. The metric space IR 3  with the p-metric for 1 < p < oo is not pyramid 
complete . Consider the following values for the sides of the pyramid: a = 10 , 
b = c = d = e = 5 and j> 0 . Let P and Q be any two points in IR 3  with dP(P, Q) = 10 . 
Consider the p-spheres of radius 5 centered at P and Q. By the strict convexity of 
these p-spheres, they have exactly one point of intersection. This means that the only 
possibility for a pyramid with the given sides a, b ,  c, d, and e is for f = 0. Hence IR3  
with the p-metric is not pyramid complete for 1 < p < oo. 

REMARK. A more sophisticated argument shows that for any particular value of 
p > 1 and a >  0 there are values for b ,  c ,  d, e ,  and f all the same and slightly bigger 
than a/2 giving actual triangles that cannot be made into pyramids. 

The family of p-metrics has one more member-the oo-metric. The p-metrics arise 
in functional analysis, an area unrelated to triangle and pyramid completeness . (See 
[ l] and [6].) 
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DEFINITION . On lffi 3, define doo by 
doo( ( x , y , z ) , ( k ,  l , m) )  = max{ I X - k I ,  I y - l l , I Z - m I } . 

FIGURE 12 adds the "oo-circle" to the p-circles of FIGURE 1 1 .  As p increases, the 
shape of a p-circle approaches the shape of the oo-circle ; this indicates why the 
notation rt is natural. More precisely, in lffi " ,  doo(P, Q) = lim p _, ood , (P ,  Q). (See, e .g . , 
[6] for more on d000) Because circles in both the d1 and doo metrics f1ave straight sides, 
we conjecture that lffi 3 with the doo metric is pyramid complete . 

THEOREM 2. The metric space lffi 3 with doo , the oo-metric, is pyramid complete. 
Proof Suppose that for the sextuple of non-negative numbers (a ,  b ,  c, d, e , f), all 

hiangle inequalities hold for the triples {a , b ,  c}, {a , d, e} , {b , d , f}, and {c, e , f}. (See 
FIGURE 1 for the relationship between these lengths and the points P, Q, R ,  and S.) 
For ease we consider the case where a is the largest value and e is the smallest among 
b, c, d, and e. (The other cases require only a relabeling of points . )  Let P = (b ,  0, 0), 
Q = (c , a, e), R = (0, b, 0), and S � (j, d, 0). (See FIGURE 13 .) 

z 

R-(O,b,O) 

X 
FIGURE 1 3  

Then doo(P, R) = b . Also, doo(P, Q) = a  and (UQ, R) = c because 0 :::;; e :::;; c :::;; a and 
the triangle inequality a :::;; b + c guarantees a - b :::;; c. The other triangle inequalities 
similarly ensure that doo(P, S) = d, doo(Q, S) = e and doo(R, S) =f. • 

EXAMPLE 4. An unordered set of six lengths may form a Euclidean pyramid in 
some orders, but not in others. Consider the sextuple (10, 7, 6, 6, 6, 6). In this order 
there is a Euclidean pyramid with its vertices having approximate coordinates P = 
(10, 0, 0), Q = (0, 0, 0), R = (4.35 , 4 . 132, 0), and S = (5, - 0.907, 3 . 190). However, the 
reasoning in Example 1 shows that the sextuple (10, 6, 6, 6, 6, 7) fails to have a 
corresponding Euclidean pyramid. The definition of pyramid completeness we have 
chosen leads to simpler proofs than a weaker one allowing reordering of lengths . 
Examples 1 and 3 show that the p-metrics for 1 < p < oo are not pyramid complete , 
even allowing such reordering. 

Interested readers can explore higher-dimensional or other variations of this prob­
lem, such as the following suggestion from Walter Sizer, of Moorhead State Univer­
sity: 

The areas of the four faces of a pyramid satisfy an inequality similar to the 
triangle inequality: The sum of any three of these areas is not less than the 
fourth area. Given four numbers that satisfy this area inequality in all arrange­
ments, is there a pyramid in Euclidean geometry (or other metric spaces) whose 
faces have these numbers as their areas? 
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In summmy, only the metric spaces with the extreme metlics, p = 1 and p = oo, are 
pyramid complete . 

Acknowledgment. I thank the referees for Example 4 and for other helpful suggestions .  
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A parameter may be defined as "a constant that varies ." As such a constant is varied, 
the qualitative behavior of whatever is being studied may change dramatically. An 
example from differential equations is the equation 

d2 � - ky where k is a constant . 
dt 2 - , 

The qualitative behavior of solutions to this differential equation, and the nature of 
the equilibrium solution y = 0, are each dramatically different for k > 0 and k < 0. 
We say that k = 0 is a bifurcation value for the parameter k in this differential 
equation. Bifurcation theory is an important area of research in dynamical systems and 
the basics of this themy can be introduced in a sophomore-level differential equations 
course [ I]. Here we look at a simple bifurcation problem which arose out of a lab 
project. This problem allows the instructor to bring into the classroom an interesting 
applied problem, numerical experimentation, qualitative analysis, and the geometry of 
a three-dimensional phase space . 

An early model in a differential equations course is the logistic population model: 

dP ( P ) 
dt = kP 1 - N ,  

where P is the population, t is time, k is the intrinsic growth rate for small 
populations and N is the carrying capacity. 

With a small alteration, we have an interesting, applied bifurcation problem [ 1 ,  Lab 
1 .1 ,  p. 132]. 

1. A harvesting problem 

Suppose we model the population of a particular species of fish in a lake with a logistic 
differential equation, 

dP - 0 95P ( 1 - !_ ) 
dt - . �  4 , 

where P(t)  is the number of fish in tens of thousands at time t in years, k = 0.25 is 
the intrinsic growth rate parameter and N = 4 (that is , 40,000 fish) is the carrying 
capacity of the lake . Suppose it has been decided that the lake will be opened to 
controlled fishing and the student must decide how many fishing licenses can safely be 
issued. Each license allows for 20 fish to be caught in one year's time . A modification 
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of the model which takes fishing into account is 

dP ( P ) 
dt = 0 .25P 1 - 4 - 0 .002 L ,  

1 95 

( 1) 

where L is the number for fishing licenses issued. How many licenses can be issued 
safely? 

2. A geometric approach to the harvesting problem 

The problem can easily be solved by a geometric analysis, based on studying a plot of 
dP I dt as a function of P for several values of L. The power of this qualitative analysis 
is that we can understand the model and predict the long-range behavior without 
having to solve the differential equation explicitly. 

For L = 0, the right-hand side of (1) has two roots, one at P = 0 and the other at 
P = 4 (see FIGURE 1) .  These two roots represent the equilibrium solutions for the 
original differential equation. At P = 0 we have no fish, and thus no change . At P = 4 
we have stasis at the carrying capacity; the death rate and birth rate are the same. For 
populations between 0 and 4,  dP I dt is positive, so the population is increasing. For 
populations larger than 4, dP I dt is negative so the population is decreasing. This 
information can be portrayed in a phase line (see FIGURE 1). 

FIGURE 2 shows the graphs for several values of L, from which the qualitative 
behavior of the solution is clear. The right-hand side of (1) has a maximum of 
114 - 0.002 L when P = 2. When the term 0.002 L is greater than 114, that is, when 
L is larger than 125, the parabola is completely below the P-axis so dP I dt is always 
negative. This means that no matter what the initial population, if more than 125 
licenses are issued the fish population will die out. 

At this point one can introduce the idea of a threshold population by studying what 
happens to the equilibria for values of L between 0 and 125 (see FIGURE 2). From 
FIGURE 2 we see that for L between 0 and 125 there are two equilibrium populations 
P1 < P2 . The larger one is a sink and the smaller a source . If P(O) is greater than P2 
then the population decreases with limit P2 , and if P(O) is between P1 and P2 the 
population increases with limit P2 . However if P(O) < P1 the population decreases, 

dPjdt 
" p 

0.2 

0 .1 
P=4 

p 

-0.1 

-0 .2 

P=O 
FIGURE 1 

A plot of dP jdt versus P and its associated phase line. 
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dPjdt 

0.2 

0 .1 

p 

L=O 
- 0 .1 

- 0 .2 
L=60 

L= 125 

F I G U RE 2 
Graphs for several values of L, from which the qualitative behavior of the solution is deduced. 

reaching 0 in finite time. This is shown by the graphs for the case L = 60 in FIGURE 3 
(b) . Thus P1 is a "threshold" level below which the fish population must not fall if the 
population is not to be wiped out . 

When L = 125 the two equilib1ium populations coalesce to form a single "semi-sta­
ble" equilibrium at P = 2, which is also a threshold population. When the initial 
population P(O) > 2 then the population decreases with limit 2, while initial popula­
tions below 2 go extinct. 

If L > 125, for example in the case L = 190 in FIGURE 3, all solutions decrease to 
zero regardless of the initial population P(O). The value L = 125 is called a bifurca­
tion value for the parameter L in our model, because the behavior of the solutions, 
and the number and type of equilibria, are dramatically different for L < 125 and 
L > 125. One can expect students to perform a qualitative analysis like the one above 
for many autonomous first-order differential equations . 

3.  The lab project 

Now suppose the amount of fishing is peliodic over the course of a year. This leads to 
the following differential equation: 

c:r; = 0 .25P ( 1 - � )  - 0 .002 L( l + sin 27Tt ) . ( 2) 

The student's task is to propose a procedure for determining the number L of fishing 
licenses to issue, and to justify that choice . Since this is a non-autonomous differential 
equation (that is, the right hand side of (2) depends explicitly on the independent 
variable t ) , the geometric technique demonstrated in Section 2 will not work. 

When students at Boston University examined this non-autonomous equation 
nume1ically, they found the following: for parameter values below the old bifurcation 
value of L = 125, they observed, not two equilibrium solutions , but what appeared to 
be two periodic solutions. That is, they saw two solutions which oscillated about the 
old equilibrium values, with period one year, as expected from the differential 
equation . Between the two periodic solutions, there are solutions which leave the 
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(a) L = O  Q dPjdt p p 

6 
0.2 

4 
p g 

- 0.2 0 
4 8 12 

(b) L = 60 dPjdt p p 

� 6 
0 .2 

I 4 
I 

p t 
t 2 

- 0 .2 0 t 
4 8 12 16 

(c) L = 125 dPjdt p p 
6 

0.2 
• 4 

p I 
2 3 4 f 2 

- 0.2 \ 0 t 
4 8 12 16 

(d) L =  190 dPjdt p 

0.2 
4 

p 
2 3 4 2 

- 0.2 � 0 
4 8 12 

F I G U RE 3 
Phase line and solution sketch for several values of L .  

lower periodic solution and approach the upper one, but they too oscillate up and 
down (see FIGURE 4). Outside the periodic solutions, just as in the autonomous 
situation, solutions "decreased." So the situation was much as before ;  any initial 
population above a certain threshold was attracted to a stable sink, and initial 
populations below that threshold eventually died out. However, all solutions, including 
the sink and the source, were now oscillatory (compare solutions in FIGURE 4). 

As the value of L increased, the two periodic solutions got closer and closer 
together, and eventually coalesced, giving a scenario much like the earlier bifurcation 
behavior of (I): one periodic solution, populations above that approaching the periodic 
solution, and populations below that dying off. Increasing L further, the periodic 
solution disappeared, and all solutions decreased in an oscillatory manner. The 
situation matched what happened in the autonomous case, with the oscillatory 
behavior as an additional facet. 
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t 
16 

F I G U RE 4 

p 

4 8 12 16 

Several solutions to (1) and (2) (left and right respectively) for L = 60. 

An important question about this bifurcation arises : When does the periodic 
solution disappear? Is it again at the old bifurcation value of L = 125, or has the 
periodic harvesting changed this? To examine this question, some students looked at 
longer and longer time scales (see FIGURE 5). Their results suggest that the bifurcation 
value occurs at a lower value than L = 125, but since we have no analytic methods 
available to deal with this situation (at least not in a sophomore-level course), it's hard 
to tell . At the time the first author had to grade this, there was some dispute as to 
what actually was going on-the course decided on (always a useful technique) was to 
raise doubt in the students' minds , to encourage further exploration (and buy some 
time). Those students who had asserted that the bifurcation value for (2) was still 
L = 125 were shown FIGURE 5, right; those who asserted that the bifurcation must have 
occurred earlier were encouraged to think about computer round-off as well as the 
inherent error in Euler's method (or any numerical technique). 

This parallels the real-world situation: if fishing is allowed at exactly the bifurcation 
value, the population lives on the brink of disaster. If a sudden fluctuation in the 
population causes the population to rise a bit (a fisherman takes a day off, a shark dies 
or gets indigestion, twins are born!), the effect will be flattened out by the downward 
tendency of all solutions above the unique periodic solution .  But any fluctuation 
(illegal over-harvesting, a sudden epidemic, poor breeding conditions, etc . )  that 
pushes the population below the periodic solution will result in extinction. Similarly, 
this is how computer error has an effect: an overestimate of the population will 
eventually disappear, but an underestimate will get magnified immediately. 

3 
2 
1 
0 L_ _ ___JL_ _ ___j __ __, __ __J._ 

10 20 30 40 
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p 
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F I G U RE 5 

Solution at L = 125 shown with two time scales . 
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4. Increasing the dimensions; decreasing the complexity 

We now show how this question may be analyzed further. A key observation is that 
the non-autonomous term in (2) is x(t)  = sin 2?Tt ,  which is (part of) a solution to the 
first -order system { dx 

dt = 21T Y  
dy - - . 
dt - 21TX .  

( 3) 

We may therefore transfonn the one-dimensional non-autonomous system (2) into 
the three-dimensional autonomous system 

cl1: 
dt = 21T Y  l = - 2?T X  

dP dt = 0 .25P ( l - P /4) - 0 .002 L( l + x ) . 

(4) 

A plot of one solution (with x(O) = 0, y(O) = 1 ,  and P(O) = 4) is shown in FIGURE 6 .  

p 

y 

F I G U RE 6 
Solutions to (4) for L = 75 . The initial condition x(O) = 0, y(O) = 1, P(O) = 4, is marked by an 
open circle. The equilibria are designated by the black dots . 
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The goal of making the system autonomous is to see in what way the equilibria 
guide the dynamics. To see how this occurs , we solve for the equilibria. For L 
between 0 and 125 there are two equilibria at x = 0, y = 0, and 
P = 2(1 ± VI - 0 .008 L ) . When L = 125 there is only one equilibrium at x = 0,  
y = 0 and P = 2. For L > 125 there are no equilibria. [The usual next step is to 
linearize the system to see what sort of qualitative behavior one may expect near each 
equilibrium. Unfortunately in this case two of the eigenvalues are pure imaginmy, so 
the equilibria are non-hyperbolic. Thus the technique of local linearization is of 
limited use here . ]  

Students can explore real-world facets to this problem. For example, the population 
should always be positive. Since the limiting solution is oscillatory, one should check at 
least nume1ically that the attracting pe1iodic solution is always above P = 0 (see 
FIGURE 7, left). For L beyond the bifurcation value one can ask how long it will take 
for the fish to die out (see FIGURE 7, right). 
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Solutions to (2) with L = 75 (left) and with L = 200 (right). 

One can also use this problem to introduce the idea of an invariant set for a 
differential equation. If we let C( x , y ) = x 2 + y 2 then it is easy to check that for 
{ x( t ), y (t)} ,  a solution to (4), dCjdt = 0. This means that solutions of (4) are 
partitioned by the level sets of C.  Level sets of C are cylinders centered on the P-axis . 
The level set where C = 0 is the P-axis .  When L is between 0 and 125, the equilibria 
lie on this invariant line (see FIGURE 6). Solutions along this line conform to the 
miginal model given by (1) , and in fact the P-axis in this phase space is exactly the 
phase line for (1) analyzed earlier. That is, the original problem of non-periodic 
harvesting (1) is embedded in the generalized periodic harvesting problem (4). 

This raises the question of what the other invariant cylinders represent. To see, we 
explicitly introduce a second parameter, b ,  to (2) to form: �� = 0 .25P ( 1 - i ) - o .002 L( 1 + bsin 27Tt ) , (5)  

then different values of b correspond to solutions on different invariant cylinders . 
When b = 0, (5) yields our original harvesting problem (1) . When b = 1 ,  (5) yields our 
periodic hmvesting problem (2). One can raise the question of how to interpret, in 
real-life terms, values of b between zero and one, or values of b shictly larger than 
one . 

When L is between 0 and the bifurcation value, solutions (with P(O) large enough) 
asymptotically approach some periodic solution. This limiting periodic function ap­
pears as an attracting limit cycle in ( x ,  y ,  P)  coordinates . The presence of invm·iant 
sets as well as attracting and repelling cycles opens the door to discussion and 
exploration of the geomehy of solutions to differential equations. 
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5.  Bifurcation in the general periodic harvesting problem 

To explore the actual bifurcation value for (2) let's look at a more general pe1iodic 
harvesting problem, 

dP dt = kP( l - P) - H( 1 + sin27Tt ) . ( 6) 

Here we have eliminated the carrying capacity N by letting P represent a scaled 
population, measuring the propmtion of the carrying capacity which is present at time . 
t .  The constant k is still the intrinsic growth rate for small populations and H is the 
harvesting constant, representing a propmtion of the carrying capacity. Thus H = 0. 1 
means that the harvesting rate varies between 0% and 20% of the carrying capacity. 
Fix the values of these parameters and suppose P(t)  is a solution to (6). We then 
calculate P(t + 1) - P(t) : 

lt+ l  dP P( t + 1) - P( t ) = ds ds t lt + l  
= [ kP ( s ) ( 1 - P ( s ) ) - H ( 1 + sin27T s ) ] ds t lt + l  lt + l  
= kP( s ) ( 1 - P( s ) ) ds - H  ( 1 + sin 27Ts ) ds t t lt + l  
= kP( s ) ( 1 - P( s ) ) ds - H . t 

We know that the expression kP(1 - P) :::;; kl4 since kl4 is the maximum value of 
this function, achieved when P = 112. For a non-constant solution to (6) (there are 
clearly no constant solutions) we therefore have the following strict inequality: 

0 lt+ l  
P( t + 1) - P( t ) = kP( s ) ( 1 - P( s ) ) ds - H  t 

< ki4 - H . 

For a pe1iodic solution to exist (P(t + 1) - P(t )  = 0) we therefore have the reshiction 
that H < k I 4. Recall that for a constant harvest the bifurcation value is kN I 4 (thus 
H = k I 4 after scaling). The bifurcation value for the periodic harvesting problem is 
therefore strictly smaller than that for the constant harvesting problem. 

To detennine a lower bound on the value of the bifurcation we consider the 
geometry of the solution space. In FIGURES 8, left and center, we plot the curve of 
zero slope (i . e . ,  dP ldt = 0), called a nullcline . For clarity, the region where dP ldt > 0 
is shaded; the nullcline is the boundary between the shaded and the unshaded 
regions . Notice also that the region 112 :::;; P :::;; 1 constitutes a "trapping region" for 
solutions; once in, a solution cannot pass out of this region .  This is because �: / P- 1 :::;; 0, 
while �� /P- 112 � 0 (when H :::;; kl8). Now consider the pmtion of the nullcline 
dP ldt = 0 from the local maximum at A =  (314, 1) to the local minimum at 
B = (514, 112(1 + VI - 8 Hik )). Any solution that starts on this portion of the 
nullcline must decrease until it intersects the rising nullcline dP I dt = 0 again, 
between points B and C = (7 I 4, 1). The solution must then cross the nullcline 
hmizontally and increase until it intersects the nullcline a ain, somewhere between 
the points C and the next minimum, D = (914, 112(1 + 1 - 8 Hik )) . In fact, as the 
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portion of the nullcline connecting C and D is a translate of the portion connecting 
A and B ,  we may use the evolution of solutions to construct a continuous mapping of 
this portion of the nullcline to itself. (This is the Poincare return rrwp.) As the 
endpoints of the domain map into the interior of the domain, we see there that exists 
at least one fixed point under this mapping; in fact, a more detailed argument shows 
that this is a strict contraction mapping, and thus there exists a unique, attracting, 
fixed point. This fixed point corresponds to a periodic solution. Thus an attracting 
periodic solution exists, with P(t)  � t for values of H !S: kj8. A similar argument 
(with time reversed) shows that for H < kj8 there exists a unique, repelling, 
periodic solution with P(t)  !S: k .  Thus the bifurcation must occur for an attracting 
kj8 < H < kj4. 

p 
A 

1 

c 

2 

1 I 

p 
1 

1 2 
FIGURE 8 

p 

Regions of positive slope are shown in gray for 0 < H < k/8 (left), H = k/8 (center), 
H > k /8 (right). 

When k is relatively small, the bifurcation value of H is close to kj4. For H > k/8 
it seems possible for a solution to pass between two regions of positive slope and lead 
to extinction. For sufficiently large k this is exactly what does occur (see FIGURE 9). A 
more detailed analysis could explore this dependence on k .  

I i 

1 
p 

I i 
FIGURE 9 

I i 

For sufficiently large k a solution can pass between two regions of positive slope. 
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From an advertisement for two monographs, Multifoliate Numbers and 

Multifoliate Cyclic Equations, which appeared appeared on the back cover 
of the March 1937 issue of the National Mathematics Magazine: 

A one dimensional universe of numbers furnishes a mathe­
matics which is adequate for one dimensional thought . In how 
many dimensions does a man think? Thought of time is one 
dimensional; thought of space is three dimensional; simultane­
ous thought of time and space is four dimensional . Thought 
of color is three dimensional; add color to time and space and 
then thought becomes seven dimensional. Thought of sound is 
x dimensional. Determine x for yourself; you will find some 
difficulties . Thought of time, color, space, and sound is 7 + x 
dimensional. And this is not the end . . . .  

Evolution , that is, the extraction of roots, unfolds a universe 
of true, commutative, algebraic numbers of an unlimited num­
ber of dimensions. . . . The explicit recognition of the fact has 
been delayed because the symbol of evolution, the radical sign, 
taken by itself, furnishes only a vague and ambiguous symbol­
ization of the whole truth. The underlying truth only needs 
clarification by reclothing evolution with an adequate code of 
symbols . 

Price: One dollar per volume. 
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Introduction When does one rectangle fit into another? In 1956, in the Monthly , 
L. Ford asked for a necessary and sufficient condition for a p X q rug to fit on an 
a X b floor. Necessmy conditions are easy to find: If a p X q rectangle fits into an 
a X b rectangle (FIGURE 1), then 

pq :::;;; ab (the area condition) 
p 2 + q 2 :::;;; a2 + b2 (the diameter condition) 
p + q :::;;; a + b (the pe1imeter condition) 
min { p ,  q } :::;;; min {a ,  b} (the thickness condition) . 

But none of these necessmy conditions is sufficient. For example , a rectangle with 
sides 9 and 4 does not fit into a rectangle with sides 8 and 6, but all four necessary 
conditions are satisfied. 

a 

F I G U RE 1 

Sufficient conditions seem scarcer. One can show that if the thickness condition 
min { p, q } :::;;; min {a, b}  is satisfied and if either of the conditions 

max { p , q } :;;; min { a , b} and p + q :;;; Va2 + b 2 

holds , then a p X q rectangle fits into an a X b rectangle . But neither of these 
sufficient conditions is necessary; an 88 X 13 rectangle fits into an 81 X 59 rectangle 
(see below), but both of these two conditions are false .  

In answer to  Ford's question, W. Carver [3] gave the following mysterious-looking 
necessmy and sufficient condition: a p X q rectangle ( p ;::: q) fits into an a X b 
rectangle (a  ;::: b) if and only if 

or 

p > a  and 

204 

p :::;;; a and q :::;;; b 

2 pqa + { p 2 _ q 2 ) Vp 2  + q 2 _ a2 
b ;::: 2 g p + q � 
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Carver's ingenious elementary argument i s  entirely geomehic. In  this note we give a 
straightforward development of Carver's conditions that is quite different from the 
argument he suggested, and we prove: 

THEOREM l .  (Carver [3]) Suppose an a X b rectangle T is given, with the notation 
arranged so that a ;:::>: b. Then a p X q rectangle R with p ;:::>: q fits into T if and only if 

(a) p ::::; a and q ::::; b, or 

(b)  p > a , q :;; b ,  and ( � :� r + ( �=� r ;:::>: 2 . 
In Section 4 we use this result to find the smallest rectangle of given shape that can 

accommodate first every rectangle of perimeter two, and then every rectangle of 
diameter one . In Section 5 we pose some related unsolved problems of undetermined 
difficulty. 

2. Rectangles in rectangles In 1964 H. Steinhaus [ 16] asked for a necessary and 
sufficient condition on the six sides for one triangle to fit into another. Nearly thilty 
years later, K. A. Post [12] gave a set of 18 inequalities relating the sides of the 
triangles that are necessary and sufficient in the sense that if one of the inequalities is 
correct, the first triangle fits in the second; and if the first triangle fits in the second, 
then one (at least) of the inequalities is correct . Post's argument relies 
on a fitting lemma for triangles that is of interest in its own right: if one triangle fits in 
another, then it fits in such a way that two of its vertices lie on the same side of the 
containing tliangle. 

Our argument for rectangles also relies on a fitting lemma: The largest rectangle 
similar to a given rectangle that lies in a target rectangle T has its ve1tices on the sides 
of T .  

LEMMA 2 . (Mok-Kong ShenY Suppose rectangles T and R0 are given. Then there is 
a largest rectangle R similar to R0 that fits in T, and R fits in T with all four of its 
vertices on the sides of T. 

Proof The existence of R is a routine consequence of compactness , but for 
completeness we include a short argument using sequences. Suppose that R0 has 
sides u0  and v0 • Let A =  sup{t > 0 :  a tu0 X tv0 rectangle fits in T} ,  and let R be the 
rectangle with sides u = Au 0 and v = Av0 • To show that R fits in T, take a sequence 
{ Ak }  of positive reals that increase to A, and let Rk be the rectangle with sides 
uk = Ak uo  and vk = Akv0 • For each index k there are points Kk , Lk , Mk , Nk in T so 
that the rectangle Kk Lk Mk Nk is congruent to Rk . Passing successively to convergent 
subsequences (using the Bolzano-Weierstrass theorem), we arrange for { Kk } ,  { Lk } ,  
{ Mk} ,  and { Nk }  all to  converge , say to  K,  L, M,  and N, respectively. Then the 
rectangle R = KLMN is congruent to R0 and lies in T. 

How is such a maximal rectangle R situated in T?  At least two ve1tices of R must 
lie on the sides of T, or a larger rectangle similar to R0 could be found in T. vVe 
examine the possibilities .  

If two ve1tices of R lie on the same side of T, then the sides of R must be parallel 
to those of T; and the maximality forces the other two ve1tices to lie on the sides of T 
as well . 

1 In response to my May 7, 1998 post to the newsgroup s c i . math . r e s e arch concerning this 
question, Mok-Kong Shen posted on May 1 1 ,  1998 a pmtial solution that includes a version of this fitting 
lemma. Mr. Shen declined my invitation to be coauthor of this note . 
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If two vertices of R lie on opposite sides of T and if at least one of the two other 
vertices of R is inside, a small translation of R moves both inside T; and then a 
suitable small rotation about its center moves R completely inside T, contrary to the 
maximality. So if two vertices of R lie on opposite sides of T, then all four vertices 
must lie on T. 

If two vertices of R l ie on adjacent sides of T and either of the other two vertices is 
on a side, we have two opposite vertices of R on the sides of T, and the previous 
argument applies .  If both the other vertices are inside T, a small translation moves R 
completely inside T, contrary to the maximality. So in every case, all four vertices of 
R must lie on T. • 

We say that a rectangle R is inscribed in a rectangle T if each (closed) side of T 
contains a vertex of R (see FIGURE 2). When a rectangle with sides p and q is 
inscribed in a rectangle with sides a and . b ,  the lengths p ,  q ,  a, and b are related by 
the quartic equation 

( 1 ) 

an equation that over the years has appeared frequently in the problem literature. The 
earliest references of which I am aware are in 1896, although (1) surely must have 
been known many years earlier. In a problem posed in the Monthly , M. Priest asked 
for the " . . .  length of a piece of carpet that is a yard wide with square ends, that can 
be placed diagonally in a room 40 feet long and 30 feet wide, the corners of the carpet 
just touching the walls of the room." A solution [14] published the following year by 
C. D. Schmitt, et al . ,  gives a trigonometric derivation of (1) . Equation (1) also appears 
as an example in a discussion of quartic equations in Merriman and Woodward [10, 
p. 20], an 1896 mathematics reference book for engineers , with the curious footnote : 
"This example is known by civil en�ineers as the problem of finding the length of a 
strut in a panel of the Howe truss . "  

The question was posed again in 1914 by C .  E.  Flanagan. The solution by Otto 
Dunkel [4], published in 1920, includes a geometric derivation of (1) in the elegant 
symmetric form 

2 - (�)2 - (�)2 = 0 p + q  p - q 

and, regarding this as an equation in q for given a, b ,  and p ,  an elaborate 
investigation of the location of the roots . 

3. The fitting region Suppose the given target rectangle T has sides of length a 
and b ,  where a ;;::: b .  By the fitting region F = F( T)  we mean the set of points { p ,  q} 
so that the rectangle with sides p and q fits in T. We find it convenient not to 
assume that p ;;::: q .  It will simplify the language to regard a point as a 0 X 0 rectangle 
and a line segment of length I'> 0 as an /'x 0 rectangle. With this agreement we see 

that F is a closed subset of the closed quarter-disk of radius V a2 + b2  that is 
symmetric in the 45° line . 

The fitting region F(T) is star-shaped with respect to the origin, that is to say, if 
P E F(T) and if Q lies on the segment OP (where 0 is the origin), then Q E F(T). 

2 The Howe truss ,  a linear assemblage of  cross-braced rectangular structural " panels," was invented by 
one William Howe ( 1803-18.52) and patented in 1840 and 1842. It was the most popular bridge truss 
design in the United States in the latter half of the 19th century. See [6). 
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More generally, if ( p, q )  E F(T) and if 0 .:o; r .:o; p and 0 .:o; s .:o; q (or if 0 .:o; r .:o; q and 
0 .:o; s .:o; p), then (r,  s ) E F(T) . 

An x X y rectangle R fits in T with its sides parallel to those of T precisely when 
x .:o; a  and y .:o; b , or x .:o; b  and y .:o; a . Writing Su v = {( x ,  y ) : O  .:o; x  .:o; u , 0 .:o; y  .:o; v}, we 
conclude that Sab U Sb a � F(T) . We will find that F(T) is formed from Sab U Sba by 
adding two curvilinear triangular tabs T1 and T2 symmetric in the 45° line (see 
T1 = UVW in FIGURE 4). 

It remains to analyze the situation in which the largest fitting rectangle R = KLMN 
similar to a given rectangle R0 fits in T with exactly one vertex on each side of 
T = ABCD. Suppose the vertices are labeled as in FIGURE 2, with AB = CD = a ,  

L 

N 

A L-..1....:;.. __ ...__ _____ --J B K 
F I G U R E  2 

BC = DA = b ,  K E AB ,  L E BC ,  M E CD, and N E DA. Write x = KL = NM and 
y = KN = LM. Taking the directed angle (j = L BKL as parameter, we see that { x cos (j + y sin (j = a ,  

x sin (} + y cos (} = b  

(cf. [ 14]). Solving for x and y gives parametric equations for part of the boundary 
curve of the fitting region: 

It follows that 

{ x = a cos (j - b sin (j 
· cos 2 (}  ' 

b cos (j - a sin (j 
Y = cos 2 (}  · { a + b l x + Y = 12 sin ( (} + �) ' 

a - b  l 
X - y = 12 COS ( (j + � )  

. 
( 2) 

Rotating the coordinate axes through the angle - 7T I 4 using the usual coordinate 
transformation x = ( g + YJ) I 12 , y = ( - g + YJ) I 12, we arrive at the parametric 
equations { a - b l 

g = -2 - cos ( (} + � ) ' 

a + b l 
YJ =  -2- sin ( e +  n . 
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To eliminate the parameter, we solve for sin( O + .:;[-) and cos( O + .:;[-) and square and 
add, obtaining the equation g 2Y! 2 - c2g 2 - d2Y!2 = 0, i .e . ,  (since T/ = ( x + y)  I /2 > 0), 

where c = tCa + b)  and d = tCa - b). Suppose a =I= b. Then d =I= 0, and the curve 
has two branches symmetric in the Y!-axis with asymptotes T/ = c and g = ± d (see 
FIGURE 3). Write T/ = f( g )  for the branch with g > 0 and T/ > 0. Plainly r is a 
decreasing function whose graph is concave upwards. 

_j ' IL 
_ _ _ _ _ _ _ _ _ _ _  ] _ _ _  '--�- - - -�- - - - -1 I I I I I 

I 
l d  -------r�--�----- e 

0 

F I G U RE 3 

In terms of ( x , y) ,  r can be Wlitten (from (2)) in the form j( x ,  y ;  a, b) = 2, where 

( a + b ) 2 ( a - b ) 2 
x · a  b = -- + --f(. ' y ' ' ) X + y X - y 

The curve r is asymptotic to the lines x + y = (a  + b) I 12 and y - x = 
± (a - b)l /2 . For ( x ,  y )  in the quadrant x > l y l , we see that j( x ,  y ;  a, b) < 2 on 
the concave side of r and j( x ,  y ;  a, b) > 2 on the side of r that contains the 
asymptotes .  The curve r meets the x-axis at X = J a2 + b 2 with slope 
- (a2 + b2 )12 ab < - 1 , and it passes through the point (a ,  b) with slope alb . Since 
r is concave, it meets the line segment x = a,  0 � y � b at (a ,  b) and again at a point 
U whose y-coordinate b0 is the root of the cubic 

y 3  + by 2 - 3a2 y + a2b = 0 

in the interval 0 < y < b . Let U, V, W be the points with coordinates (a ,  b0 ) , (a ,  0), 
(V a2 + b 2 , 0), respectively, and let T1 be the curvilinear triangular region bounded 
by the line segments UV and VW and the arc of r with endpoints U and W (see 
FIGURE 4). Let T2 be the mirror image region of T1 in the 45° line through the origin. 
We shall see that the fitting region F(T ) is precisely Sab U Sba U T1 U T2 . 

In the square case a = b the graph r collapses to the line T/ = c, i . e . ,  X + y = al2;  
and T1 and T2 become ordinary triangles .  

So finally we come to our result . 

THEOREM 3. A -rectangle R with sides p and q fits in a rectangle T with sides a and 
b (with a �  b) if and only if the point ( p , q) lies in the set Sab U Sb a U T1 U T2 • 

Proof If ( p , q )  E sab  u sb a >  then p � a  and q � b or vice versa, and in either case 
the rectangle with sides p , q fits in T with its sides parallel to those of T. If 
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(b) 

( p , q ) E T1 , the ray from the origin through ( p , q ) meets f at a point ( x ,  y )  whose 
coordinates are the sides of the largest rectangle R 1 in T similar to a p X q rectangle 
R; and R fits in R 1  and hence in T. If ( p , q ) E T2 , then (q , p ) E T1 , and the above 
argument applies. So if ( p , q ) is any point in Sab u Sb a u T1 u T2 , the rectangle with 
sides p and q fits in T. 

Conversely, if a rectangle with sides p and q fits into T,  the largest similar 
rectangle R 1 ,  with sides x � p and y � q , fits in T in one of only two possible ways. 
If two vertices of R 1 lie on the same side of T, then either x ::::;; a and y ::::;; b or 
vice versa, and ( x ,  y) E snb u sb n ; so ( p , q ) E sab u sb a ·  Otherwise, R 1  is inscribed 
in T, ( x ,  y) lies on f,  and ( p , q ) lies on the radius to ( x ,  y) and so lies in 
Sab U Sb a u T1 u T2 . • 

It follows, as asserted, that F(T) = Sab U Sb a U T1 U T2 . Theorem 1 follows easily: if 
p � q , conditions (a) are equivalent to ( p , q ) E S ab ; otherwise, ( p , q ) E T 1 if and only 
if p � a , q ::::;; b ,  and j(a ,  b ;  p , q ) � 2; and these are conditions (b). 

The assertion in the Introduction that the conditions 

min { p , q } ::::;; min { a , b } and p + q :::;; fa2 + b2 

are sufficient can be read off FIGURE 4 , because if p � q and a � b ,  then 

{ ( p , q ) : q :::;; b and p + q :::;; fa2 + b2 } � F( T ) .  
It is worth noting that in the square case , a p X q rectangle fits into a square of side a 
if and only if max { p , q} ::::;; a or p + q ::::;; a/2 (cf. [15]) . 
4. Two rectangle covering problems Geometric covering problems have 
attracted considerable interest in recent years . We have recently described the 
smallest equilateral triangle that can cover any triangle of perimeter two (see Wetzel 
[ 18]) , and in the same mticle we reported an easily verified claim by one J. Smith that 
the smallest equilateral triangle that can cover every triangle of diameter one (i .e . ,  
eve1y trim1gle whose longest side has length one) has side (2cos 10°) / 13 .  Here we 
use Theorem 3 to solve two analogous problems for rectangles .  

First we determine the smallest rectm1gle R similar to a given rectangle R0  that can 
accommodate every rectangle of perimeter two . Evidently the width of R must be at 
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least 1/2, and if R0 is long and thin, taking the width of R to be 1/2 suffices. 
However, if the sides of R0 are more nearly equal, we need further to arrange for the 
diagonal of R to be at least one . More precisely, we prove the following: 

THEOREM 4. An a X b rectangle R0 is given, with a � b . The smallest rectangle R 
similar to R0 that can accommodate evert.} rectangle of perimeter two is aj2b X 1/2 if 
a �  b..f3 and ajd X bjd if a �  b,f3, whe·re d = Va2 + b 2  is the diagonal of R0 .  

Proof The dual question i s  more natural in  the present context: given a rectangle R 
with sides of lengths a and b ,  determine the largest possible I' so that R can 
accommodate every rectangle of perimeter I'. In geometric terms, we seek the largest 
I' so that the line segment a(l')  with endpoints (1'/2, 0) and (0, 1'/2) lies in the 
fitting region F(R). 

Since r meets the x-axis at the point d = Va2 + b 2  with slope at most - 1 , as .1' 
increases from 0, a(l')  remains in F(R) until it encounters either the point P(b , b)  
or  the intercept (d ,  0) (see FIGURE 4). The segment a(l') reaches the point P before 
the point (d, 0) precisely when 2b  � d, i .e . , precisely when a �  b,f3. So when a �  b,f3 
the largest possible I' i s  4b ,  and when a �  b..f3 the largest possible I' i s  2 d. 

Dually, the smallest rectangle similar to a given a X b rectangle (with a �  b) that 
can accommodate every rectang!e of perimeter I' is I' a/ 4b XI'/ 4 when a � b,f3 and 
l'aj2 d xl'bj2 d when a �  bv3 . The assertion follows when I'= 2. • 

CoROLLARY 5. The rectangle of least area that can accommodate evert.} rectangle of 
perimeter two has sides 1/2 and ,f3 /2. 

As a second example, we determine the smallest rectangle similar to a given 
rectangle that can accommodate every rectangle of diameter one. 

THEOREM 6. An a X b rectangle R0 is given, with a �  b .  The smallest rectanJi!e R 
similar to R0 that can accommodate evert.} rectangle of diameter one is aj(bv2 ) X 
1/ 12 if a � bl2 and 1 X bja if a � bl2.  

Proof Direct arguments are easy to give, but a dual argument that parallels the 
proof of Theorem 4 is straightforward. For the given rectangle R0 with fitting region 
F(R0) ,  we seek the largest d so that every rectangle with diagonal d fits in R0 .  Write 
<I>( p) for the quarter circular arc x 2 + y 2 = d2 ,  0 � x � d. In geometric terms, we 
seek the largest d so that <I>( d) s;;; F(R0). 

It is a calculus exercise to show that r (as a function of X and y )  has slope - X  I y at 
precisely one point, the point ( x 1 ,  y 1 )  where { x 1  = VI {  a +  Va2 - b 2 ) ,  

Y l  = vH a - Va2 - b2 )  0 

(3) 

Since x f  + y f  = a2 ,  it follows that f and the quarter circle <I>( a) are tangent at the 
point ( x 1 ,  y 1 )  given by (3) (see FIGURE 4). Consequently, the largest radius d s o  that 
<I>( d) s;;; F( R0) is just min {a, bl2}, depending on whether for increasing d, <l>(d) 
meets p or r first. 

Dually, the smallest rectangle similar to a given a X b rectangle (with a � b) that 
can accommodate every rectangle of diameter d is adjbl2 X dj 12 when a �  bl2 
and d X bdja when a �  bl2.  The assertion follows when d = 1 .  • 

CoROLLARY 7. The rectangle of least area that can accommodate evert.} rectangle of 
diameter one has sides 1 and 1/ 12. 
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5. Some further questions Here are a few interesting related problems, of unde­
termined difficulty. 

Find necessary and sufficient conditions on a, b ,  c, s for a triangle with sides a, b ,  c 
to fit in a square with side s ;  for a square with side s to fit in a triangle with sides 
a, b , c . 

More generally, find necessary and sufficient conditions on a, b ,  c, p ,  q for a 
triangle with sides a, b ,  c to fit in a rectangle with sides p ,  q ;  for a rectangle with sides 
p ,  q to fit in a triangle with sides a, b ,  c . 

Each of these fitting problems has associated covering problems. How small a 
square (or rectangle of prescribed shape) can accommodate every triangle of perime­
ter two? Of diameter one? How small a triangle of prescribed shape can accommodate 
every rectangle of perimeter two? Of diameter one? 

Find necessary and sufficient conditions on the lengths a, b ,  c and p ,  q ,  r for a box 
(i.e . ,  a rectangular parallelepiped) with edges p ,  q ,  r to fit in a box with edges a, b ,  c . 
(F.M .  Garnett asked this question in 1923, and W.B .  Carver [2] supplied a fragmen­
tary answer in 1925 .) What are the analogous results for orthotopes in lE d ?  Again, 
there are related covering problems. 
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Introduction A sports-minded young couple resolves to continue having babies 
until they have enough boys for a touch football team (7) and enough girls for a 
basketball team (5) . How many babies should they plan on having? Assuming boys and 
girls are equally probable, we shall see that they had better plan on having 15 581� ""' 
15. 158 babies .  If we use the statistically more realistic probabilities of 0.514 for a boy 
and 0.486 for a girl, then (we shall see) they should expect to have about 14.745 
babies . 

We have two goals in this paper. One , of course, is to pose and solve the general 
problem of which the family-planning question above is a special case. The other is to 
provide some insight into the process of problem-solving by describing two quite 
different strategies that we employed. Before we can look at the strategies, though, we 
need to formulate the general problem. 

We are concerned with Bernoulli trials : repeated performances of a single random 
experiment such that on each performance there are just two possible outcomes, 
success with probability p or failure with probability q = 1 - p. We suppose that 
these Bernoulli trials continue until the (first) moment when the number of successes 
has reached s and the number of failures has reached r. The question is this : On 
average, how many trials (performances) are required? We shall refer to this expected 
number of trials as the waiting time for s successes and r failures, and we shall denote 
it by w(s ,  r) . 

A front-end, recursive-inductive strategy On the fi:rst trial , one of two things 
will happen. Either we will have a success, with probability p ,  and then expect to wait 
an additional w(s - 1 ,-r)  trials; or we will have a failure, with probability q = 1 - p ,  
and then expect t o  wait an additional w(s ,  r - 1 )  trials. That is, 

w ( s ,  r) = p [ 1 + w ( s - 1 ,  r ) ] + q [ 1 + w ( s ,  r - 1) ] 
which simplifies to a fundamental recurrence relation 

w ( s ,  r ) = 1 + qw ( s ,  r - 1) + pw ( s - 1 ,  r ) ( r , s = 1 , 2 ,  . . .  ) ( 1 ) 
Our plan is to use this recurrence relation to generate a list of formulas for w(s ,  1), 

w(s ,  2), . . .  in which we will look for a pattern. To get started we need two initial 
conditions . The initial condition 

w ( s , O) = sjp ( s = 1 , 2 , . . . ) ( 2) 
follows from the simple observation that w(s ,  0) = s · w(1,  0) and the well-known fact 
[ 1 ,  p. 189] that the waiting time for one success in Bernoulli trials is the reciprocal of 
the probability of success on a single trial. (For example, the waiting time for a "4" to 
turn up when one rolls a die repea�edly is 6 . )  The other initial condition, of course, is 

w (O , r ) = r/q ( r = 1 , 2 , . . .  ) (3) 

Fixing r = 1 in (1) yields a recurrence relation for the function of one variable, 
w(s,  1) 

w ( s ,  1 ) = pw ( s - 1 ,  1) + 1 + qsjp 
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Iterating this recurrence relation produces a formula for w(s ,  1)  s - l  s - l  
w ( s , 1 )  = E p ; + q E p i - 1 ( s - i ) + p -'/q 

i =O i=O 
which, upon use of the easily derived identities (4) and (5), s - l 1 _ 8 1 - 8 E p i = 1 -

P = _P_ 
i=O p q s - l  . 1 ( S ) 1 L P ' - l ( s - i ) = - - - p • - l  + 2 ( P 8 - l _ 1) 

i =O q p q 
becomes the first formula in (6) below. 

2 1 3  

(4) 

(5) 

Next we fix r = 2 in (1) and use the formula we just found for w(s ,  1) to arrive at a 
recurrence relation for the function of one variable, w(s ,  2): 

w ( s , 2) = pw ( s  - 1 , 2) + 1 + qs/p + p 8 • 
Iterating this recurrence relation produces a formula for w(s ,  2) : s - l s - l  

w ( s , 2) = L p i + sp ' + q L p i - 1 ( s - i ) + 2 p '/q , 
i =O i =O 

which, on using identities (4) and (5), simplifies to the second formula in (6) below. 
Fixing r at 3, then 4 in (1), and repeating twice the process that we carried out in 

cases r = 1 and r = 2, leads us to the final two formulas in (6): 

s [ 1 ( s - 1 ) ]  w ( s , 1) = p + p ' q 0 

w (  s ' 2) = � + p ' [ % ( s � 1 ) + u ) ] 
s [ 3 ( s - 1 ) ( s ) ( s + 1 ) ] w( s , 3) = r; + p ' q 0 + 2 1 + q 2 

s [ 4 ( s - 1 ) ( s ) ( s + 1 ) " ( s + 2 ) ] w ( s , 4) = r; + p ' q 0 + 3 1 + 2 q 2 + q � 3 

( 6) 

The decision to express the polynomials in s (the expressions inside the brackets in 
(6)) in terms of the basis ( s � 1 ) , ( � ) , ( s � 1 ) , . . .  instead of the standard basis 
s 0 , s 1 ,  s 2 , . . .  was based on exploratory work with the special case p = q = t where the 
standard basis gave a chaotic picture while the basis of binomial coefficients revealed a 
pattern. 

Inside the brackets in the formula for w(s ,  4) in (6), patterns finally reveal 
themselves in the exponents of q, in the numerical coefficients , and in the upper and 
lower entries in the binomial coefficients . Since these patterns persist in the formulas 
for w(s ,  3), w(s ,  2), and w(s ,  1), it is a good bet that they hold in general. That is the 
content of our first theorem. And we call it a theorem rather than a conjecture 
because it can be proved by double induction. We omit that proof, which relies on 
equations (1)-(3). 

THEOREM 1. If w(s ,  r) denotes the waiting time for s successes and r failures in 
Bernoulli trials , where the probability of success is p and the probability of failure is 
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q = 1 - p , then 

w (  s ,  r ) = - + p ' L kq r- l - k s r ( s + r - 1 - k ) 
P k = l  r - k  

where we agree that ( �1 ) = 1 so that w(O, r) = rjq . 

( 7) 

Note. When we apply this theorem to the case of the spmts-minded couple , we 
have two choices .  We can think of having a son as success and a daughter as failure , 
and calculate w(7, 5) with p = q = � to arrive at 15:1� . With p = 0.514 and q = 0.486, 
we get w(7, 5) :::::: 14.7 45. Or we can view sons as failures and daughters as successes 
and calculate w(5, 7). Again we get 15 581� when p = q = f ,  and we get (approximately) 
14.745 when p = 0.486 and q = 0.514. 

A back-end, deductive strategy For the front-end strategy we looked at what 
happens on the first trial, and this led us to a recurrence relation for w(s ,  r ) . For the 
back-end strategy we look at what happens on the last trial; that is, on the trial that 
completes the project of attaining (at least) s successes and (at least) r failures . This 
will lead us to a probability distribution and then the expected value for an appropri­
ate random variable . 

Let K be the waiting time (random variable) until s successes and r failures have 
been attained. Now s successes and r failures can be attained in k trials in two ways : 
either s - 1 successes occur in the first k - 1 trials, and (k - 1) - (s - 1) � r, and the 
k th trial results in a success ;  or r - 1 failures occur in the first k - 1 trials, and 
(k - 1) - (r - 1) � s, and the k 1h trial results in a failure . Thus 

( k � r + s )  

That is , the probability distribution for K is 

P ( K = k ) = ( k - 1 ) s k - s + ( k - 1 ) k - r  r 
s - 1  p q r - 1 p q ( k = r + s , r + s + 1 ,  . . . ) ( 8) 

Thus the expected value of K,  which we called w(s ,  r) before, is 

( 9) 

In order to deduce a finite formula for w(r,  s)  from (9), we need the following 
identity, which is just our old equation (2) in different notation. 

;. k ( k - 1 ) 8 k -s = !.._ k� s - 1  p q p ( 10) 

Note that the righthand side , sjp , is the waiting time for s successes, i . e . ,  w(s ,  0) . But 
the lefthand side is also w(s ,  0) because it is just (9) in the special case of r = 0.  The 



M AT H E M A T I C S  M A G AZ I N E  V O L .  7 3 , N O .  3 ,  J U N E  2 0 0 0  

deduction o f  a finite formula proceeds i n  a straightfmward way: 

oo ( ) r+ s - l ( ) 
+ L k k - 1 k -r r _ L . k k - 1 k - r r 

r - 1 P q r - 1 P q 
k - r  k - r  

= !.__ _ s � k k - 1 k -s + :!.._ _ r L k k - 1 k - r 
r+ s - 1  ( ) r+s - 1  ( ) 

p p /::s s - 1 q q q 
k- r  r - 1 p 

s s � k - 1 k - s + r r � k - 1 k - r  
r+s - 1  k ( ) r+s - 1  k ( ) 

= - - p � s · - q - - q � r · - p p k - s  s s - 1 q k - r  r r - 1 

S r r+s - 1 ( k ) r+s - 1 ( k ) = _ 
+ 

_ - sp s L q k - s  - rq r L p k- r . p q k - s  8 k - r  r 

2 1 5  

THEOREM 2 .  If w(s ,  r )  denotes the waiting time for s successes and r failures in 
Bernoulli trials, where the probability of success is p and the probability of failure is 
q = 1 - p , then 

r+s - 1  ( k ) . r+ s - 1  ( " ) 
w( s , r ) = !.__ + :!.._ - sp s L 

s q k - s  - rq r L ; p k- r . p q k -s k - r  
( 11 )  

When we apply ( 11) in the special case o f  s = 7 ,  r = 5 with p = q = t we again get 
15 58/2 •  For p = 0.514 and q = 0.486, we get (approximately) 14.745. And note that 
formula (1 1) , unlike formula (7), is obviously symmetric in the sense that (11) is 
unchanged if we interchange both s with r and p with q . 

Conclusion Two different strategies led to two different looking but equivalent 
solutions to the same problem. The front-end strategy is simple and straightforward, 
but soon leads one into rather heavy algebraic manipulation to establish a pattern. 
Induction conHrms that the pattern holds in general, but still leaves one wondering 
why . 

The back-end strategy, while requiring a stronger conceptual background in proba­
bility, leads to a simpler derivation of a qualitatively more satisfying solution: formula 
(11)  is obviously symmetric . Quantitatively, however, formula (7) has an edge. The 
summation in formula (7) has r terms, while the two summations in formula (11)  
produce r + s terms. The computational advantage of formula (7) suggests that it 
would be worthwhile to deduce (7) using methods similar to the ones used to deduce 
( 1 1) .  Here is such a deduction. 

The waiting time for s successes and r failures is equal to the waiting time for s 
successes plus the weighted average of the waiting times for k failures ( k = 

0, 1 ,  2, . . .  , r ) , assuming that r - k failures occurred while we waited for the sth 
success . The waiting time for s successes is ,  of course, sIp ,  and the waiting time for k 
failures is k I q .  The probability (weight) that r - k failures occur among the first 
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s - 1 successes, and that then the s 1h success occurs , is ( s - ; � � - k )p " - lq r- k p .  Thus 

( ) S 
+ ;, ( S - 1 + r - k ) , r- k k w s , r = - I....J p q -p k � o  r - k q 

which reduces to (7). 
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Introduction The Catalan numbers, defined numerically by the equation 

1 ( 2n ) en = n + 1 n ' 

can be used to describe many mathematical models . For example, Mark Krusemeyer 
presented two different types of parenthesizations in [3]. The first type of parenthe­
sization is a sequence of n pairs of matching parentheses such that, up to any point in 
the sequence, the number of left parentheses is greater than or equal to the number 
of right parentheses. Such a sequence of n pairs of parentheses is called well-defined. 
For example, (( )) is a well-defined sequence, while ( )) ( is not. The second type of 
parenthesization is associated with possible ways to multiply n + 1 different things if 
the multiplication is non-associative and non-commutative. For example, (ab )c and 
a( be) are two different products of three letters. We use Krusemeyer's terminology to 
call a product of n + 1 different things with n pairs of parentheses, or n - 1 pairs if 
you omit the outer pair, a bracketing . Let An be the set of well-defined sequences of 
n pairs of parentheses and Bn the set of bracketings with n multiplications . It is 
known (see, e .g . , [4] and [5]) that I A n I =  I Bn I =  c, . 

Richard Guy remarked in [2] that "an examination of the symmetries in the two 
cases makes it unlikely you'll find a direct combinatorial comparison" between the 
two types of parenthesizations. Interestingly, Krusemeyer [3] constructed a direct 
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recursive correspondence from A n  to Bn , and proved, by induction, that the corre­
spondence is a bijection. Krusemeyer's bijection is the first direct recursive bijection 
from A ll to Bll . Then David Callan [ 1] obtained a direct combinatmial bijection from 
An to Bll and proved that his bijection agreed with Krusemeyer's .  In this paper, we 
will present bijections to both A ll and Bll from the set ell of full binary trees with 
2 n  + 1 vertices . (A full binary tree is a tree such that every vertex, except the leaves, 
has exactly two sons . )  Two bijections from A ll to ell will be constructed, one 
recursively and one by a direct combinatorial method. It can be shown easily by 
induction that these two bijections are equivalent, although they appear completely 
different. 

Full binary trees and Krusemeyer's bijection We will obtain first a bijection 
from A ll to ell , and then a bijection from ell to Bll ; both bijections are based on 
Krusemeyer's bijection [3]. Starting with a well-defined sequence of parentheses ,  
Krusemeyer recursively breaks the sequence down into smaller, well-defined se­
quences at the breaking point, which is the first point in the sequence where the 
number of left parentheses is equal to the number of right parentheses, until no 
parentheses are left. For example, the sequence ((( ) ( ))) is broken down as shown 
below, where cf> is the empty set of no parentheses :  

( ( ( ) ( ) ) )  
� 

( ( ) ( ) )  4> 

A 
( ) ( )  4> 

A 4> ( )  

A 4> 4> 
This process of breaking down the sequence gives lise naturally to a full binmy tree 

with 2 n  + 1 vertices .  In the preceding example, we get the following tree: 

The process is reversible , in the following manner. Assign cf> to each leaf of the full 
binmy tree. Starting at the lowest leaves, we put a pair of parentheses around 
whatever the left son has and put them before whatever the light son has and then put 
the whole thing at the ve1tex of their father. Continuing this process until the root is 
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reached, we will get ((( ) ( ))). The idea illustrated in the example extends to give the 
desired bijection from A" to e n . 

Next, we describe a correspondence from e n  to B n  using the full binary tree above 
as an example. Label leaves from left to right using letters a1 , a2 , a3 , a4 , and a5 , as 
follows: 

Starting with the lowest leaves (a 2 and a3 in our example), we multiply the labels for 
the sons of each vertex and use the product as a label for that vertex. As we move up 
the tree, parentheses become necessary, and when we reach the root, we will have a 
bracketing of a1 , a2 , . • •  an . In the example, the labeled tree will look like this : 

We started at ((( ) ( ))) and ended at ((a 1(a2 a3 ))a4 )a5 ; this is the fourth example of 
Krusemeyer's note [3] on page 260. Notice that the process is also reversible, and that 
the process extends to a correspondence from en to Bn . The proof that the 
correspondences from An to en and from en to Bn are actually bijections is very 
similar to the proof outlined in [3]. 

The full binary tree representation makes Krusemeyer's bijection more natural and 
visible. Stanton and White [5] give an indirect bijection from An to en through the 
set of binary trees on n vertices and the set of ordered trees on n + 1 vertices . 

Sailing around the tree We now present a second bijection from A n  to e n . For 
convenience, full binary trees are oriented in the upper half-plane, with a unique root 
vertex on the x-axis and every non-leaf vertex being a fork with two upward edges, 
one to the left and one to the right, labeled "l " or " r " respectively. Two edges are said 
to be matched if they are partners in a fork. 

Sir Francis Drake circumnavigates this tree in a clockwise direction, starting at the 
� • 1 ' · · •• : _.], ,.  A c  ],p tr:lvPl� hP 
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records in his log the type of each edge that he has not previously encountered, 
marking an "[ " for a left edge and an "r" for a right edge. The left-to-right order of 
Drake's entries reflects the chronological order in which he encounters edges. 
(During the periods when he passes along an edge whose other side was previously 
recorded, he makes no ently in the logbook.) Here are two sample voyages and their 
corresponding logbooks : 

- lllrrrlrllrr lllrlrrrlrlr 

Each logbook corresponds to a well-defined sequence of parentheses, since each right 
edge possesses a previously recorded matching left edge and each edge belongs to a 
matching pair. Each tree, moreover, is easily reconstructed from Drake's logbook. 
One begins by fixing a root vertex; upon scanning the log-word, one cm·ries out the 
following directions: 

l. If an "l" is read, construct an edge reaching upward and to the left of the present 
vertex, and then climb that edge to its end vertex. 

2. If an "r" is read, slide directly down the tree built so far until you first encounter 
a vertex not already equipped with a right edge. At that vertex, sprout a branch 
upward to the right and then climb it. 

3 . When all letters are used, slide back to the root ve1tex. 
This recipe produces one edge for each letter in the log. It also requires a tree 

builder to clamber all over this tree, coming to rest at the end of each step, at each of 
the vertices of the constructed tree, exactly once . Each leaf is created exactly when 
one reads an "r" or has run out of letters . Note also that one is never asked to sprout 
a left edge or a right edge where an edge has already existed. Thus each non-leaf 
vertex has sprouted both a left and a right edge. The result is a full binary tree of C,. . 
One can easily show by induction that such a correspondence is a bijection. 

The two bijections are equivalent An easy inductive proof shows that the two 
bijections from A "  to C,. presented above are equivalent. We omit the proof, but we 
will use the sequence ((( )( ))), which is the same as lllrlrrr , as an example. By the first 
bijection, we have already generated the full binary tree below at left: 

Now, by the second bijection, we generate the full binary tree above at right. Turning 
either tree upside down produces the other. 
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The £45 0  Quest ion  

J .  H .  E .  C O H N  
Royal Hol loway U n ivers ity of London 

Egham, Su rrey TW20 OEX 
U n i ted Ki ngdom 

l .  Introduction Only rarely does Pure Mathematics make an appearance in the 
general press, and so it is perhaps noteworthy that in its 1995 New Year's edition the 
Sunday Telegraph in England offered a plize of £450, over $700, for a solution to the 
following problem:  

PROBLEM. Firstly ; find positive integers A ,  B ,  C ,  D such that ;: + �'.: = 6 where 
each of A ,  B ,  C ,  D is less than 100, and secondly , either give a second solution to the 
above equation where all the variables are integers exceeding 100 with no common 
factors ,  or demonstrate that no such second solution can exist. 

The first part is quite easy, although according to [2, p. 572], Legendre thought that 
no such integers existed. Assuming the rational numbers A I B and C I D to be in 
lowest terms , as we obviously may, multiplying by B 3  we see that B 3C 3  ID3 must be 
an integer and so D I B and similarly B I D, whence B = D. Thus the question really 
concerns paitwise coprime positive integer solutions to the equation X 3  + Y 3 = 6Z3. 
Since the cube of any integer is congruent to one of 0, ± 1 modulo 9, it follows that 
for any solution 3 1  Z and hence that 81 1 X 3  + Y 3  = ( X + Y )( X 2 - XY + Y 2 ) . Since 3 
does not divide both X and Y,  the second factor is not divisible by 9, and hence 27 
divides X + Y .  Also, X + Y must be even, and wliting X + Y = 54k ,  X - Y = 2l and 
Z = 3Z '  we obtain k( l 2 + 243P)  = Z ' 3 . Clearly k = 1, l = 10 , Z' = 7 satisfy this , 
whence A = 37, B = D = 21 ,  C = 17 is the required first solution. 

Wliting y = llk and x = Z' lk , we see that finding paitwise coplime non-zero 
integers satisfYing X 3 + Y 3 = 6Z3 is equivalent to finding rational points on the 
elliptic curve y 2 = x 3 - 243 ; a similar argument shows that for any positive integer a ,  
X 3  + Y 3  = aZ3 leads to  y 2 = x 3 - d for suitable d. These curves have been exten­
sively studied, and it is known that unless d = 432 if there is even one rational point 
then there are infinitely many, that the tangent-secant method described below in §2 
defines a group operation, and that the group is  finitely generated. In our case, we 
have already seen that there is a rational point, and it transpires that there is just one 
generator defined by the solution (37, 17, 21) to the miginal problem. (See [ 1 ,  §82] for 
further details . )  In this note we shall however avoid the use of these methods and use 
elementary methods as far as possible , in accordance with the spirit of the question. 
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This would appear to solve the given problem, since we now know that there are 

infinitely many pairwise cop1ime integer solutions to the equation X 3  + Y 3 = 6Z3. 
The trouble is that the variables are required to exceed 100, and in particular to be 
positive . Most of the methods for finding further solutions seem to produce values of 
X and Y of opposite signs , and the numerical values rapidly increase .  Another way of 
looking at the problem is to seek rational points on the curve x ·3  + ':/ = 6 depicted in 
FIGUHE 1, with some features we shall need. It has infinitely many rational points , and 
there appears no reason to suppose that there are not infinitely many in the first 
quadrant. Finding them, or even proving their existence, is another matter. 

F I G U R E  1 

Our plan is as follows . In the following section we describe the tangent-secant 
method, and use it to prove that there are infinitely many pai1wise coprime positive 
integer solutions to the equation X 3 + Y 3 = 6Z3 ,  and use repeated applications of the 
tangent method to find a solution to the original problem. In §3 we show that the 
solution obtained in this way is not the smallest such solution, by finding a smaller 
one; §4 demonstrates that the solution found in §3 is the smallest solution, and finally 
in §5 we tabulate the first two positive solutions of the equation X '3 + y 3 = az:l for 
the next eight values of a for which such solutions exist. 

2. The tangent-secant method Since any straight line meets a cubic curve with 
rational coefficients in three points , it follows that if two of these are rational the third 
must also be so. Thus the tangent at any rational point will intersect the curve at a 
new rational point-neither of the points of inflection on the curve , nor the point at 
which the tangent is parallel to the asymptote are rational points . Similarly, the chord 
joining two rational points that are not reflections of each other in the axis of 
symmetJy, x = y, will meet the curve in a third rational point. 

Given any rational point P in homogeneous coordinates ( X , Y, Z), where X and Y 
have no common factor, the tangent at P intersects the curve again at P1 , called the 
tangential of P in [4], where 

X1 = X( X '3 + 2Y 3 ) , Y1 = - Y(2 X 3 + Y :3 ) ,  Z1 = Z( X 3 - Y 3 ) ,  
and it is easily verified that X1 and Y1 also have no common factor. Since I Z1 1 > I Z I , 
from any given starting point we obtain by successive applications of this process 
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infinitely many distinct rational points having steadily increasing denominators , which 
without loss of generality we always take to be positive . From P(37, 17, 21) we obtain 
P/2237723, - 1805723, 960540) followed by P2 with coordinates 

- 12764545305307895.53459441 ,  
298351712981 1443394501 1441 ,  
16418498901 144294337512360. 

Although we may construct infinitely many rational points in this way from any 
starting point, not every rational point is a tangential , since for any tangential it is 
easily seen that 4 I Z1 . There are certainly points on the curve for which this is false, 
e .g. ,  P itself. 

We have not yet proved that there are infinitely many positive rational points , but 
this presents little difficulty. Denote by f and Ll the points where the curve meets the 
axes, and by I the point whose tangent passes through Ll ;  these points are not 
rational points . Let the reflection of P2 in the axis of symmetry be Q. We already 
know that there are infinitely many rational points , and by symmetry, there are 
infinitely many on the section to the right of Ll .  If there are infinitely many on the 
section between f and Ll ,  the proof is complete . Otherwise there must be infinitely 
many on the part of the curve to the right of f. This section of the curve is convex, as 
is easily verified. Thus the tangent at any rational point between f and I will meet 
the curve again at a positive rational point, and so if there are infinitely many rational 
points between r and I ,  the proof will be complete . On the other hand, if there were 
not, then there would have to be infinitely many rational points to the right of I. For 
any point to the right of P 1 the secant joining this point to P will meet the curve 
again between Ll and P , and finally for any point between I and P 1 its join to Q will 
meet the curve again in the positive quadrant. 

Although we have proved the existence of infinitely many positive rational solutions, 
we have not yet demonstrated even one, but repeating the above tangent process 
yields P 3 with coordinates 

X =  67,795 ,980,510,382, 142,472,326,399,266,506,183,877,357,337,513,870,737,934, 
706, 199,386,093,375,292 ,356,829,747,318 ,557,796,585 ,767,361 ;  

y = 792,220,572,662,549,608 ,190,252,926, 1 12 ,121 ,617,686,087,939,438,245,665,806, 
051 ,608,621 , 1 13,641 ,830,336,450,448 , 1 15,419 ,524,772,568,639; 

z = 436,066,841 ,882,071 , 1 17,095,002,459,324,085, 167,366,543,342,937,477,344,818, 
646,196,279,385,305 ,441 ,506,861 ,017,701 ,946,929,489 , 1 1 1 , 120, 

the solution produced by Kevin Brown which won the £450 prize . Whether an answer 
involving numbers with 102 digits was expected is questionable. Although this does 
indeed give a second solution as required by the newspaper, it is not the next smallest 
solution.  It is actually the third smallest solution, not the second solution as we shall 
see presently. P5 gives a further solution in which Z has over 1600 digits . I shall not 
trouble the reader, or the printer, by recording its coordinates in full. 

3. A second method We show next that Brown ' s  solution is not the smallest. As is 
shown in [3, p. 129] any solution of AR3 + BS 3 + CT3 where ABC = 6 gives one of 
X 3 + Y 3 = 6Z3 on substituting X = (U + V )3 - 9UV 2 , Y = 9U 2V - (U + V )3 ,  Z =  
3RST(U 2 - UV + V 2 ) where U = AR3 and V = - BS3 .  There are only the two 
essentially different cases A = 1 ,  B = 2, C = 3 and A = B = 1 ,  C = 6 and a prelimi-
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nary calculation found four small solutions : 

A B c R s T 

1 2 3 1 1 - 1  
1 2 3 5 - 4 1 
1 2 3 655 - 488 - 253 
1 1 6 37 17 - 21 

The result of the above process on the first solution of this table gives the last, 
equivalent to the point P mentioned above . Stmting with the second we obtain the 
solution P 1 ,  or rather its reflection in the line x = y, and one further iteration gives 
the solution 

X =  1 ,498 ,088 ,000 ,358 , 1 1 7 ,387 ,964 ,077 ,872 ,464 ,225 ,368 ,637 ,808 ,093 ,957 ,571 ,271 ,237;  
y = 1 ,659 , 187 ,585 ,671 ,832 ,817 ,045 ,260 ,251 ,600 ,163 ,696 ,204 ,266 ,708 ,036 ,135 , 1 12 ,  763 ; 
z = 1 ,097,408 ,669 , 1 15 ,641 ,639 ,274 ,297 ,227 ,729 ,214,734 ,500 ,292 ,503 ,382 ,977 ,739 ,220 , 

which we shall prove to be the solution of the problem with smallest Z. 
Repeated iterations on the last two do not produce a positive solution below 

1020,000 . 

4. The Diophantine equation X 3 + Y 3 = 6Z3 We now seek to prove that the 
solution just obtained is the smallest; obviously brute force computation is out of the 
question,  and we develop parametric forms for the variables X, Y,  and Z in which the 
bounds on the parameters are considerably smaller than the Z we have above , which 
exceeds 1057 .  As above we stipulate that ( X, Y )  = 1 ;  it then follows that Z = 3Z '  and, 
since X and Y cannot both be divisible by 3, that 

where the two factors on the left have no common factor. Thus X + Y = .54a 3 ,  say, 
and then if X - Y = 2 p we obtain 

( 1 ) 

where Z '  = ar. Since we supposed X and Y to have no common factor, the same is 
now true of p and 3 a ,  and so p ,  3 a ,  and T are pairwise coprime . Also p and a have 
opposite parity and so T must be odd. Conversely, any such solution of (l) in integers 
p, a ,  and r leads to one of the given equations ( p + 27a 3 ,  - p + 27a 3 ,  3ar ) .  To 
avoid confusion we use square brackets to denote a solution [ p, a ,  T ]  of (1) .  The 
condition for the point to be a positive rational point now takes the form p < 27a 3 ,  
assuming both p and a to be positive, and the tangential of [ p ,  a ,  r ]  i s  [8 p 4  -
36 p2r 3  + 27r6 , 2 pa ,  r( p 2 + 2187a 6)] .  

We now consider the equation (l) in  its own right. We first factorize in the field 
Q[/=3]. The two factors on the left of the equation ( p + 9a 2/=3)( p + 9a 2/=3) 
= r 3  are coprime in the field and so each must be a cube times a unit. The only units 
in the field are ± 1, ± �(1 + /=3) and ± �(1 - /=3), and so it follows by 
absorbing the ± sign i�to c a�d d and taJng conjug�tes i� nece�sary that the�e are 
o�ly two cases to consider, With p + 9a 2 - 3 equahng either 2(1 + F3Kt,{c + 
d - 3  ))3 or (�(c + d/=3))3 ,  where in each case c and d are rational integers of like 
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parity. There is no loss of generality in assuming c and d to be even. For if they were 
odd and c = d (mod 4), then we may replace -§-(c + d/=3) by 

l ( d r--;:; ) l ( r--;:; ) c + 3d c - d r--;:; 2 c + ,y - 3 . 2 - 1 + v - 3 = - -4- + -4- v - 3 , 

and similarly if c = - d  (mod 4), on multiplying by - -§-(1 + /=3). Thus let c = 2 a  
and d = 2 b . Then p + 9u 2F3 equals either -§-(1 + /=3)(a + b/=3)3 or (a + 
b/=3)3, with T = a2 + 3b2 and since T is odd, a and b have opposite parity; 
fmthermore, since 3 1- T, we have 3 1- a .  

The first case would imply that 18 u 3 = a3 + 3a2 b - 9ab2  - 3b3 and hence 3 I a 
which is impossible . The second gives 9u 3 = 3a2b - 3b3 and hence 3 u 3  = 
b(a + b)(a - b). Here the three factors on the right are pairwise coprime , for any 
common factor of any two would divide both a and b and hence both p and u .  The 
cases that can now mise are as follows : 

l. b = L3 , a ±  b = M3 ,  a +  b = 3N 3 , whence ± 2 L3 - M 3  + 3N 3  = 0; 
2. b = 3L3 , a +  b = M 3, a - b = N 3, whence 6 L3 - M 3  + N 3  = 0. 
Thus making the appropriate sign changes, it is easily verified that the pro­

cess outlined in §3 ,  unlike that of §2 ,  has a converse; not only can solutions of 
X 3  + Y 3  = 6Z3 be found from known solutions of AR3 + BS3 + CT3 = 0 where 
ABC = 6, but for each solution of the former, there is a solution of an appropriate 
equation of the latter type. Thus for example the solution P3 yields the solution 
L = 160841972528, M = 1204 18942015 ,  N = 129900299507 of the equation 
2 L3 = M 3  + 3N3. 

We use this method to prove that the solution found above in §3 is the smallest 
solution, by which we mean the positive solution with the smallest Z, apart from P .  
We find that in  either case u = LMN, Z = 3ur ,  and T > 3 iiu 2 . Thus I LMN I � 3 - *z * .  
In  particular, for any smaller solution than the one we have, we find that we should 
have to have I LMN I < 3 .9 · 10 18 .  While this number is a considerable improvement on 
the previous bound for XYZ, it is still too large for effective computation and we need 
a further reduction. 

The method of effecting this depends on which of the two cases above arises. In the 
second case, we have returned to our original equation, and then the process can be 
repeated. Omitting the details, we find that at the next stage we must obtain a solution 
of one of the above equations with I LMN I < 500. These were tabulated above without 
finding a smaller iterated solution, and so this completes the discussion of the second 
case . 

In the first case, we consider the equation M 3 - 2 L3 = 3N 3 , where we seek 
solutions in integers of either sign having no common factor, and factorize in the field 
Q[ cp] where cp 3 = 2. This field has fundamental unit s = cp - 1, class number h = 1 ,  
and the rational prime 3 factors completely a s  s( cp + 1)3 . We thus obtain N = c 3 + 
2 d3 + 4e 3 - 6cde with M - cpL = s r( cp  + 1)(c + d cp  + e cp2 )3 for some rational inte­
gers c , d, e having no common factor, and r = 0, 1 or 2. The cases r = 1 or 2 are 
easily dismissed since each would imply that 3 1 M  and so we obtain 

M = c 3 + 2 d3 + 4e 3  + 12 cde + 6( ec2 + ccl 2 + 2 de2 ) 

- L = c 3 + 2 d3 + 4e 3  + 12cde + 3( c 2d + 2 d2e + 2 e2c )  

0 = ( c2d + 2 d2e + 2 e 2c )  + ( ec2 + cd2 + 2 de2 ) 
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whence M - 2 L - 3N = 54cde .  Then we find 7=  a 2  + 3b 2  = 2 L6 + i( M 6  + 9N6 )  
and so 

or 7 �  i4(18cde)6 .  For a positive solution of the original problem p < 27u 3 ,  whence 
7 3  < 972 u 6 , and so since Z = 3u7 we obtain Z6 = 36u 67 6 > %79 > %(i4(18cde)6)9 
and so for any smaller solution than the one we have, we need cde < 237,000. We also 
have (4e(c + d) +  c2 + 2d 2 )2 = c4 - 8c3d - 12 c3d2 - 8cd3 + 4d4 ,  and so the form 
on the right hand side must be a square . Clearly c must be odd because othe1wise L, 
M,  and N would all be even, and a short calculation reveals that the only such 
solutions in the range are 

c d e L M N 

1 0 0 - 1  1 1 

1 - 1  0 4 5 - 1  

5 - 1  - 4  - 488 655 - 253 

5 20 - 4  - 3449 26309 18269 

Of these, the first gives the solution 37, 17, 21 and the others do not give positive 
solutions , concluding the proof. 

5. Other values of a Adapting the argument of §2 slightly will show that for any a 
for which x 3  + y 3 = a  has infinitely many rational solutions there will be infinitely 
many positive ones. We list below the two smallest positive solutions of X 3  + Y 3 = aZ3 
for the next eight values of a for which there are infinitely many integer solutions . It is 
seen that the size of these is rather unpredictable . 

Smallest Second 
a positive solution positive solution 

7 (5 , 4 , 3) (9226981 , 4381019, 4989780) 

9 (2, 1 ,  1) (415280564497, 676702467503, 348671682660) 

12 (89, 19, 39) (14243182991376555689930151 122399, 
13563910882413198071001945741601 ,  
7655979840040760645368155264060) 

13 (7, 2, 3) (26441619018689, 40343602894936, 18636783082845) 

15 (397, 683, 294) Z has 104 digits 

17  (11663, 104940, (6686709776467673063832642547079, 
40831) 23985426834891954919065940763238, 

939508917462652341277943250732� 

19 (5, 3 , 2) (8, 1 , 3) 

20 (19 ,  1, 7) (3556849302231767279, 749958645746307601 ,  
1314436091995106388) 
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How to Determ i ne You r  Gas M i l eage 

A L E X A N D E R  J .  I Z Z O  
Bow l i n g  G reen State U n iversity 

Bow l i n g  G reen,  OH 43 403 

Introduction Suppose we want to determine the gas mileage of a car. By definition, 

. 1 miles driven 
gas m1 eage = l f . gal ons o gas used 

So all we have to do is fill up the tank, drive around a bit, refill the tank, and then 
divide the miles driven by the amount of gas we put into the tank the second time. 
The trouble with this approach is that gas mileage varies a great deal with driving 
conditions. In particular, gas mileage in the city is generally much lower than that on 
the highway. We really want to determine two gas mileages: one for the city and one 
for the highway. If each time between filling the tank, the car is driven only in the city 
or only on the highway, then there isn't any problem, but generally between fuelings 
we do both city and highway driving. We want a method that can handle this situation. 
We will present such a method below using least squares .  This method is suitable for 
inclusion in a linear algebra course and is quite satisfactory in practice. However, it is 
not optimal. Improving the method will lead us naturally to the introduction of 
weighted least squares. Good references for the elementary linear algebra used in this 
paper include [1 ]  and [2]. 

To obtain the data needed to apply the method described below, the fuel tank must 
sometimes be filled completely so that we know how much gas has been used. In 
addition, the driver must record: 

(i) the amount of gas put into the gas tank at each fueling; 
(ii) the odometer reading each time the tank is filled; 

(iii) the odometer reading before and after each highway trip . 

From these records we obtain the required data, namely, the amount of gas used 
between the (j - l)th and /h times the tank is filled and the distances driven in the 
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city and on the highway during that interval. We will use the following notations : 

gj = gallons of gas used between the (j - 1Y" and /" fillings of the tank; 
c1 = miles driven in the city during that interval; 
h1 = miles driven on the highway during that interval; 
y 1 = gas mileage in the city; 
y2 = gas mileage on the highway. 

2 2 7  

Our goal i s  to determine the values o f  the unknowns y 1  and y2 from the data g1 , c1 , 
and hj" 

The method By the definition of gas mileage, the amount of gas used between the 
(j - 1)1" and /" times the tank is filled should be (c;Jy 1 )  + (h;fy2 ) . Thus we obtain 
one equation for each time the tank is refilled. If the tank is refilled m times, we 
obtain the following system of m equations in the unknowns y 1  and y 2 

em hm 
y;_ + 

Y2 
= gm . 

Letting x 1  = 1/y 1  and x2 = 1/y2 , we obtain the linear system 

c1 x 1  + h1 x 2 = g 1  

Setting 

we can rewrite the system in matrix form as A• = g .  

( 1 )  

As every good linear algebra student knows, the vectors that can b e  written in the 
form Ax are precisely those in the column space of A ,  so our system has a solution if 
and only if g is in the column space of A. But the column space of A is at most 
two-dimensional, while g lies in m-space, so the vector g is almost certain to lie 
outside the column space of A, as shown in FIGURE 1 below. 

Given a system of equations with no solution, it is natural to look for a value of x 
that makes the difference between the right and left sides as small as possible . That is , 
we look for a vector x that minimizes the (euclidean) length of Ax - g. This is the 
method of least squares . As shown in FIGURE 1 ,  the length of A� - g is minimized 
when Ax - g is perpendicular to the column space of A.  

I t  is easy to see that a vector is perpendicular to the column space of A i f  and only 
if it lies in the null space of A1• Therefore, we have 

( 2) 

It is not difficult to see that the matrix A1A has the same null space as A. So if the 
columns of A are linearly independent, then the null spaces of A and A1A each 
contain only the zero vector, and hence the square matrix A1A is invertible . Thus, 
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F I G U R E  1 

assuming that the columns of A are linearly independent, we arrive at our solution: 
- 1 

x = (A1A) A1g . 
If we set c = (c1 , . . .  , c,) ,  h = (h 1 ,  . . .  , h 111 ) , and g = ( g 1 , . . .  , g 111 ) , then we can wlite 
the solution in terms of dot products as 

- ( c · c  x = c · h  
) - 1 ( ) c · h  c · g 

h · h  h · g = 

( h · h) ( c · g ) - ( c · h ) ( h · g )  
( c · c ) ( h · h ) - ( c · hl 

( c · c ) ( h · g ) - ( c · h) ( c · g )  
( c · c ) ( h · h) - ( c · h) 2 

Recalling that the gas mileages y 1 and y 2 were the reciprocals of x 1 and x 2 and 
wliting out the dot products as sums, we obtain completely explicit formulas for the 
gas mileages: 

I L.c}L.hJ - (L.c1h1 )2 
Y 1 = x 1  = L.hJL.c1 g1 - L.c}11L.h1 g1 

y = 
__!_ 

= 
L.cJL.hJ - (L.c/11 )2 

2 x2 r,�r,�� - L.s�L.s� · 
( 3) 

We assumed above that the columns of A were linearly independent. If 
the columns of A are linearly dependent , then x is not uniquely determined by 
equation (2), and in fact the set of solutions to equation (2) forms a line , so it is not 
possible to obtain useful values for the city and highway gas mileages .  Of course if m 
is much bigger than I ,  then the columns of A are very unlikely to be linearly 
dependent. 

I presented the problem of determining gas mileage in a linear algebra class at the 
University of Michigan, and it was very successful . I covered the method of least 
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T A B L E  1 GAS M I L EAG E DATA 

j cJ 

1 15 
2 1 16 
3 2 
4 2 
5 221 
6 93 
7 130 
8 1 
9 49 

10 0 
1 1  4 1  
12 17 
13 76 
14 193 
15 79 
16 228 
17 157 

hj gj j cJ h) 
283 7 .017 18 134 224 
171 8 .051  19  199 182 
367 10.062 20 284 0 
300 7.430 21 178 0 

69 9.645 22 153 146 
21 .5 9 .907 23 49 180 

87 8 .599 24 338 0 
360 10. 100 25 148 87 
219 8 .65 26 28 282 
273 7 .700 27 144 0 
268 9 .810 28 0 298 
321 9 .310 29 35 528 
613 17. 120 30 1 363 

0 9 .088 31 26 173 
178 9 .208 32 290 0 

0 10. 107 33 125 412 
191 10. 711  34 129 138 

TA B L E  2 GAS M I L EAG E R E S U LTS 

Method 

Unweighted method 
Weighted method (a = b = 1) 
"Opt�nal" weigl�ed method 

(a - 39.41, b - 25.79) 

g) 
10.592 
10.246 
10.007 
6 .458 
9.476 
6 .161 

13.042 
7.471 
9.004 
5 .855 
6 .929 

14.912 
8 .490 
.5 .954 

14.341 
15.922 
8 .577 

City 
(mijgal) 

26 . 13 
25 .75 
25 .79 

j 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 

cJ 

207 
52 
76 

0 
1 1  

194 
334 
304 
147 

0 
129 
193 
256 
194 
41 

233 

Highway 
(mijgal) 

40.02 
39.47 
39.41 

229  

hj gj 

83 9 .074 
312 9 .519 
558 14.841 
132 3 . 148 
539 12.356 
138 9 .832 

0 9 .872 
45 10.786 

22.5 1 1 . 234 
359 10 .200 

97 7.824 
132 12 .032 

0 10 .762 
0 8 .507 

327 10.310 
84 1 1 . 113  

squares for solving a system of linear equations in general and indicated how it  was 
relevant to determining gas mileage but left it to the students to apply the method to 
obtain explicit formulas . Then, for homework, I gave the students data that I had 
collected and had them actually determine my gas mileage . The data set used, 
together with calculated results , are given in Tables 1 and 2 above . (The weighted 
method is explained below.) The problem of determining gas mileage is an excellent 
application to cover in a linear algebra class because it is of genuine interest (I really 
wanted to know the answer!) and because it reinforces many important ideas in linear 
algebra, including the column space, the null space, linear independence, orthogonal­
ity, and the question of when a linear system has a solution . 

A better method The method just discussed is quite satisfactory in practice , but it 
is not optimal .  A similar but better method, described below, makes use of inner 
products other than the standard dot product. While the improved method cannot be 
included in a course in which the only inner product considered is the dot product, 
the method would be especially suitable for a course that treats general inner 
products, since it shows that they arise naturally and are genuinely useful. 

To see why the method considered so far is not completely satisfactmy consider the 
special case in which each time between filling the tank the car is driven only in the 
city or only on the highway. In this case we know how much gas was used in the city 
and how much on the highway. Hence we can calculate the average number of miles 
driven per gallon of gas for each type of driving, and clearly these averages are the 
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"correct" values for the gas mileages. That is, we should have 

and ( 4) 

However, since for each j either cJ = 0 or hJ = 0, our solution (3) gives 

and 
'[. hJ 

Y2 = '[. hJ gJ 
Thus, in this special case, the method of least squares gives a weighted average with 
an inappropriate weighting . 

We rectify this by using weighted least squares .  Recall that we want to "solve" the 
linear system (1) .  Let us call the left hand side of the /" equation the amount of gas 
predicted to have been used during the /" interval. (Of course the amount of gas 
actually used during the /" interval is gJ ')  It is natural to require that the total 
amount of gas predicted to have been used equal the total amount of gas actually 
used. (If we were computing just one gas mileage we would take the average which 
is determined by exactly this kind of requirement.) That is, we require that 
I:(c; x 1  + h; x 2 ) = L:gJ . Setting rJ = cJ x 1  + hJ x 2 - gJ , this becomes L:rJ = 0. If we let 
r = (r1 ,  . . .  , rm ), then, in fact, r = Ax - g .  The method of least squares described 
above minimizes L:rf by requiring that r be orthogonal to the columns of A:  

r · c = 0 and r · h = 0 .  

The condition L:rJ = 0 that we now wish to impose says that r i s  orthogonal to the 
vector ( 1 ,  . . .  , 1). So now we will choose a new inner product ( , )  on IR 111 with the 
property that 

if ( r ,  c )  = 0 and ( r ,  h ) = 0 ,  then r · ( 1 ,  . . .  , 1 ) = 0 .  (5)  

Recall that eve1y positive definite symmetric m X m matrix Q induces an inner 
product on IR "'  by the equation ( v, w ) = v1 Qw, and that every inner product arises in 
this way. Clearly, we should choose an inner product whose corresponding matrix Q is 
as simple as possible , and this suggests hying to make Q diagonal . The reader can 
easily check that the inner product induced by a diagonal matrix Q will satisfy (5) 
provided Q has the form 

1 
0 

Q =  

0 
1 

where a and b are arbitrary positive numbers. (We require a and b to be positive in 
order to insure that Q is positive definite .) 

Now we carry out essentially the same procedure as before , except that we use the 
inner product induced by Q instead of the dot product. Our solution will be the 
vector x that minimizes the length of Ax - g with respect to our new inner product. 
As before , the length of Ax - g is minimized when Ax - g is perpendicular to the 
column space of A. It is easy to see that Ax - g is perpendicular to the column space 
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of A with respect to the inner product induced by Q if and only if it satisfies the 
equation A1Q( Ax - g ) = 0, or, equivalently, A1QAi = A1Qg .  If the columns of A are 
independent, then A1QA is invertible, and we arrive at our solution: 

x = ( AtQAr l A tQg . 

Now we can write the solution out in terms of our inner product: 

x = ( ( c , c )  
( c , h ) 

( c , h ) ) - l ( ( c , g ) ) 
( h , h ) ( h , g ) = 

( h , h ) ( c , g ) - ( c , h ) ( h , g ) 
( c , c ) ( h , h ) - ( c , h i 

( c , c ) ( h , g ) - ( c , h ) ( c , g ) 
( c , c ) ( h , h ) - ( c , h )2 

Note that this is exactly the same solution as before except that in place of the dot 
product we have the inner product ( , ) given by the formula 

v . w .  < v ,  w > = I: � bh . ac1 1 
Note also that in the special case in which each time between filling the tank the car is 
driven only in the city or only on the highway, the above solution reduces to (4), as 
desired. 

What values should be used for a and b? The optimal values depend on how the 
variations in gas mileage in the city and on the highway compare . If we assume that 
the two variations are the same, then one can show that we should take a = x 1 and 
b = x 2 , but of course we can't actually do that since we are trying to find x 1 and x 2 . 
We could use an iterative procedure , but there is really no need to do so because the 
result is not very sensitive to the values used. It is quite satisfactmy simply to take 
a =  b = 1 .  (Note that only the ratio ajb matters . )  For instance , as shown in Tables 1 
and 2, the results obtained from the data there with a =  x 1 and b = x 2 differ by less 
than 0 . 1  mijgal from the results obtained with a =  b = 1 .  

I t  i s  clear that, at least in  theory, the weighted method i s  superior to  the 
unweighted method. In practice , the two methods yield similar results, although the 
values obtained using the unweighted method tend to be slightly too high. This is 
illustrated by the results in Table 1. Using the gas mileages computed by the 
unweighted method, the total amount of gas predicted to have been used is 
480 gallons , whereas the total amount actually used is 487 gallons. Naturally this 
discrepancy does not occur with the weighted method. It is easy to understand why 
the results of the unweighted method tend to be too high: the unweighted method in 
effect gives too much weight to those intervals in which many miles are driven, and 
these tend to be the intervals with higher gas mileage since higher gas mileage allows 
more miles to be driven before refueling. 

Acknowledgment. This paper was first presented to the MAA on January 12, 1994, under the title Gas 
mileage: an application of linear algebra. The author was partially supported by an NSF postdoctoral 
fellowship. 
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The Po i sson Var i at i on  of Montmort' s 
Match i ng Prob lem 

D O N  R A W L I N G S  
Cal i forn i a  Polytec h n i c  State U n ivers ity 

San L u i s  Obi spo, CA 93407 

The matching problem In 1708, Pierre Remond de Montmort [6] proposed and 
solved the following problem: 

Matching problem From the top of a shuffled deck of n cards having face 
values 1 ,  2, . . .  , n ,  cards are drawn one at a time .  A match occurs if the face 
value on a card coincides with the order in which it is drawn. For instance , if the 
face values of a five-card deck appear in the order 2 5 3  4 1 ,  then there are two 
matches (3 and 4). What is the probability that no match occurs? 

Known as le probleme des rencontres , Montmort's problem has become a classic. 
Treated in almost every modern text on combinatmics , it has been recast in a valiety 
of amusing guises including the random switching of n hats by a possibly tipsy 
cloakroom attendant, the random placement of n letters in n envelopes by a secretary 
apparently having a bad day, and even in terms of a wager on the ordering in which 
the horses finish in a given race (for instance, see [3], [4], and [8]). 

As is well known (e .g . ,  see [2 , p .  107]), the principle of inclusion-exclusion may be 
used to show that the probability Mn , k of k matches occurling with an n-card deck is 

1 " - k ( - 1) 1 
Mll , k =  k ! L -;' ! 

j = O 
( 1 ) 

For k = 0, of course ,  (1) gives the solution to Montmort's problem. The celebrated 
fact that the probability of no match occurring is asymptotic to e - 1 , that is , 

lim M = e - 1 n , O ( 2) 
n --+ oo 

also follows from (1) .  Incidentally, the distribution of matches { M,. , k }o ,.;  k ,.; "  has 
applications in psychology and in testing psychic powers (e.g. , see [1 ] ,  [2 , p. 108], 
or [9]). 

The Poisson variation: marking the cards The following twist, hencefmth re­
ferred to as the Poisson variation, is added to Montmmt's problem: Suppose that as 
each card is drawn it is marked (by underlining its face value) with probability (1 - t )  
where t i s  a real number between 0 and 1 .  As underlined integers are evidently 
distinct from ordinary ones, they cannot be involved in a match. So, if from a five-card 
deck the sequence of marked and unmarked face values 1 2  5 :!:  3 appear, then the only 
match involves 2 .  

Perhaps odd at first glance, this twist gives rise to some aesthetically pleasing 
mathematics . To be precise, it leads to the following natural extensions of (1) and (2) 
from t = 1 to the entire interval [0, 1] .  
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THEOREM l. The probability P" , k of k matches occurring i n  the Poisson variation of 

the matching problem with an n-card deck is given by 

Moreover ,  { P11 , k }o <:: k <:: " is asymptotically Poisson with parameter t :  

t k 
lim P" , k = Tf e- t . 

n � oo  I( .  

So the asymptotic probability of no matches occurring is now e - t ! 

Proof To formalize matters , let fl 11 denote the set generated by first randomly 
permuting the integers 1 through n and then underlining each integer with probabil­
ity (1 - t) where 0 ::::; t ::::; l. The probability of w = g 4 l �  E fl4 being generated is 
therefore t(1 - t )3 I 4 ! .  For t = 1, note that n 11 coincides with the set of permutations 
s/1 of { 1 ,2 , . . .  , n} . 

A fixed point of w = wlw2 . . . wn E nil is an integer j satisfying wj =j. For 
example, w = 1 2  5 :!  3 E n5 has one fixed point (j = 2). Fmthermore, an element in 
n II having no fixed pointS is Said tO be a derangement . 

Obviously, a sequence of marked and unmarked face values appearing in the 
Poisson variation of the matching problem may be naturally identified with an element 
of 0 11 •  Moreover, under this identification, matches correspond to fixed points and 
the event of no matches evidently coincides with a derangement. 

Let F;, , k be the number of permutations in S" having k fixed points . Making the 
usual appeal that such a permutation may be constructed by selecting k integers to fix 
and then "deranging" the remaining (n - k) integers gives the well known identity 

Fn , k = ( ;; )Fn - k , O ·  
As Mn. k = Fn . kfn ! ,  it follows that 

M Fn - k , O  n , k = 
( n - k ) ! k ! · 

Since { Mn ,  1)0 <:: k <:: " is a probability distribution, we also have 

n 
L M, , k = l . 

k � O 

( 3) 

(4) 

An element in fl, having k fixed points may be generated by first selecting a 
permutation u E  S, with l fixed points where k ::::; l ::::; n and then underlining ( l - k )  
o f  u 's fixed points . From the properties o f  elementary probability, (3), and the 
binomial theorem, it follows that 

" ( ) " p ( l ) l - k  ( l 1 ) _ l k _ l - k _ n - / , 0 k _ j - 1(  j P, , k - L M, .  1 k 
t ( 1 t )  - _L l !  ( n _ l )  ! k 

t L ( 1) . t 
l � k  l � k  ] � 0 J 

t " " - " ( - 1) JtJ 11 F I: I: n - z . o = k !  j � O j !  l �j + k  ( n - l ) ! ( l - k -j ) !
. (5) 
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To complete the proof, just note that an index shift and (4) imply that the rightmost 
sum at the end of (5) is 

n - k -j 
L Fll - k -j - v , 0  

( n - k -j - v ) ! v !  

n - k -j 
L Mll - k -j , v = l . 

v � o  

Concluding remarks Montmort's interest in  the matching problem was motivated 
by the more colorful and complicated problem of determining the banker's advantage 
in a gambling game known as Treize . A detailed account of Treize and of the work of 
Montmort and Nicholas Bernoulli on the matching problem is given in [5]. Montmort's 
problem has been extended in a variety of other ways . In this regard, the mticles [1 ] ,  
[3], [7], and [8 ]  are highly recommended. The question of whether marking cards 
provides nice extensions of the results in [1 ] ,  [3], and [8] is left open. 

Finally, Theorem 1 may be deduced from a result in [7] that involves Bernoulli 
trials, partitions, and q-combinatorics. The preceding proof is far less encumbered. 
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Chaos and Love Affa i rs 

P . - M .  B I N D E R  
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Bogota, Colombia 

In [1] and [2], Steven Strogatz explores the possible dynamics of a two-dimensional 
system of linear differential equations by interpreting the variables R and J as 
Romeo's and Juliet's love for each other, respectively. The dynamics is governed by 
the equations R = aR + b] and j = cR + d], where the constant coefficients a, b, c, d 
are real numbers , which may be positive or negative . Each combination of signs 
correspond to a possible human behavior; for example , a "cautious lover" has a <  0, 
b > 0. Different values of these coefficients give rise to different dynamics , which can 
be studied by means of fixed points and linear stability analysis . For these, one can 
find amusing (or tragic) interpretations, such as love-hate cycles , mutual indifference 
(fixed point at the migin), and love feasts or war (trajectories that go off to infinity). 

In this note I examine the following question: How complicated does a model of 
love affairs need to be in order to exhibit chaos? To do this , I will summarize the 
necessary conditions for continuous time models with increasing number of variables .  
A !-variable model needs time-delay (external periodic driving is not enough); a 
2-variable model needs external periodic driving; and a 3-variable model just needs 
one nonlinear term (no external forcing is needed). The R-J space interpretations of 
these conditions suggest a rather simple mnemonic device for students to remember 
them. In more detail, the necessa1y conditions for chaos in continuous time systems 
are as follows : 

1 .  A one-dimensional nonlinear time-delayed equation of the form x = j( x - 7 ) can 
be chaotic. This requires defining j(t )  in the interval - 7 < t < 0, which in 
principle makes the system infinite-dimensional. In practice one observes chaotic 
attractors with an effective dimensionality that increases with 7 ;  see the discussion 
in [3, Ch. 8], and references therein. The best known example of this situation is 
the Mackey-Glass equation for the regeneration of blood cells in patients with 
leukemia. 

2. For a two-dimensional autonomous system, the Poincare-Bendixson theorem 
implies that only closed orbits can occur. These are limited to fixed points , limit 
cycles , and cycle graphs . Therefore ,  there can be no chaos: see [2, pp . 203-210] . 
However, a system of two nonlinear differential equations with external forcing 
can exhibit chaos . There is a nice study of the forced nonlinear pendulum in [4, 
Ch. 3], which includes several plots of strange attractors . A forced linear pendu­
lum can exhibit resonance, but not chaos . 

3. A system of three or more coupled differential equations with just one nonlinear 
term (for example , a product of two variables), can have bundles of trajectories 
that flow, stretch, and fold at the same time; this can result in bounded, 
deterministic nonperiodic flow with sensitive dependence to initial conditions, in a 
word, chaos. The simplest example , called the Rossler attractor, is discussed in [2, 
Ch. 12], along with more complicated and better-known examples such as the 
Lorenz system.  
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While in no way do I want to imply a rigorous connection between the above 
statements and the R-J psychological space or its equivalent in other dimensions, they 
suggest the following mnemonic device to remember when chaos can occur: 

To have chaos you need a single person obsessed with the past , a couple affected 
by the phases of the moon , or a menage a trois . 

It would be a nice exercise to incorporate into this sentence the conditions necessa1y 
for chaos in discrete-time dissipative systems, and for Hamiltonian chaos in general ; 
however, I have been unable to find proper interpretations for these in R-J space . 
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Edge- Length of Tetrahed ra 
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For a tetrahedron Ll in Euclidean 3-space , with vertices P, Q, R, S, we define the 
edge-length E(Ll) as the sum of the lengths of the six edges PQ, PR , . . . .  Let two 
tetral1edra Ll and Ll'  with ve1tices A, B , C ,  D and A ' ,  B ' , C ' , D '  be given, with Ll'  
contained in  a .  we shall show that the relation 

( 1) 

holds , and that the constant 4/3 is sharp in the sense that there are pairs Ll, Ll '  with 
E(Ll ' )  as close to 4/3 · E(Ll) as we want. In pmticular E(Ll ' )  can be larger than E(Ll) ! 

We begin by considering degenerate tetral1edra 8 with vertices a ,  b ,  c, d (not 
necessarily different from each other) lying in that order on some straight line in our 
space . The concept edge-length applies to these in the obvious way. The segment ab 
is covered three times, by ab , ac, and ad; similarly for cd. But be is covered four 
times, by ad, ac, bd, and be. Thus (with l ab I denoting the length of ab) we have the 
inequality 

3 l ad l :s; E ( 8 )  :s; 4 l ad l . ( 2) 

The extremes can occur. For equality on the left we must have b = c ;  for that on 
the right we must have a = b and c = d. 

Next take any segment AB in space, and consider its mthogonal projection ( AB )1 
on any directed line l through the origin. The set of these lines has a natural 
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identification with the unit-sphere around the origin (represent each line by the point 
of intersection of its forward half with the sphere). Thus we have on it a measure , 
namely the usual surface area on the sphere (given by dS = sin (} d (} d cp in sphelical 
coordinates); this measure is invariant under rotations of space around the origin. 

With fixed A,  B and variable l the length I ( AB )1 1 gives a function on the sphere . 
We form the average of I ( AB )1 1 , i . e . ,  the integral of this function over the sphere, 
divided by the total measure 47T .  Clearly this average depends only on the length l AB I 
of the segment AB and not on its position (the integrand is invariant under 
translations of AB , and the integral is invariant under rotations around the origin). 

Just as clearly, it is a multiple c · l AB I of l AB I for some non-zero c .  (By computing 
J J I cos el sin cp dedcp one finds c = } . )  

We are now ready to prove our assertion (Equation (1)) about E(Li) and E(Li ' ). 
Take any directed line l through the origin, and project the two tetrahedra mthogo­
nally onto the line, producing degenerate tetrahedra a, and 8 ' , with vertices a ,  b , c, d 
and a ' , b ' , c ' , d ' .  The segment a ' d '  is part of the segment ad, and so I ad I is at least 
as large as I a' d' 1. By Equation (2) we have the inequalities E( 8 ' 1 )  ::::; 4 1  a ' d '  I and 
3 l ad l ::::; E( /51 ) .  From the remark after Equation (2) we see easily that equality in either 
relation holds only for a set of lines of measure 0 (consisting of a finite number of 
great circles). We conclude that 

3E ( 8 ' 1 ) < 4 E( 81 ) 

except for a set of lines l of measure 0. 
Averaging over all lines l this turns into the inequality 3c · E(Li ' )  < 4 c · E(Li) ,  and so 

we have 
.3E ( Li ' ) < 4E( Li ) , 

which was our claim in Equation (1) .  • 

We come to the promised examples .  They are immediate if we allow degenerate 
tetrahedra, by Equation (2): Take a =  a ' = b '  and d = d ' = c ' and take b = c,  
preferably near the middle of the segment ad. Then E( 8) = 3 1  ad I and E( 8 ' ) = 4 1  ad I ;  
thus E( /5 ' ) = 4/3 · E( /5 ) . To get non-degenerate tetrahedra, take A =  a , D = d, and 
shift b and c slightly to new positions B and C such that A, B ,  C, D form a 
non-degenerate tetral1edron Li .  Next move b '  and c '  slightly to B '  and C '  such that 
the tetrahedron Li '  so obtained is non-degenerate and contained in Li .  Then E(Li)  will 
be slightly more than 3 l ad l , and E(Li ' )  will be at worst slightly less than 4 l ad l . One 
could even construct Li' in the interior of Li .  

The examples are long thin tetral1edra. The construction shows in fact that any Li 
with E(Li)  less than four times the length of the longest edge (the diameter of Li)  
contains a Li ' with E(Li)  < E(Li ' ) i n  its intelior. This i s  different at the other extreme, 
the regular tetral1edron, whose edge-length equals six times the diameter; any 
insclibed Li ' , =I= Li ,  has some edge shorter than the diameter of Li .  I don't know what 
happens in between, but suspect that down to edge-length four all inscribed tetralle­
dra have shmter edge-length . 

The result and argument generalize to the edge-length of n-simplices in Euclidean 
n-space; the factor 4/3 gets replaced by ( n  + 1)2 j4n if n is odd and by (n + 2)/4 if 
n is even. 

Acknowledgments. I heard about this problem from Paul Halmos. I thank the referee for informing me 
that i t  was proposed by " Proof' in Crux Mathematico ru m  in December 1996,  and was circulated as 
Macalester Problem of the Week number 834. A Macalester student, David Castro, showed one could get 
as close as desired to 4/3, and Dan Velleman conjectured that 4/3 is �m upper bound. 
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Proof Without Words : Sums of Sums of Squares 
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Proposa l s  

To be considered for publication, solutions 
should be received by November 1,  2000. 
1 599. Proposed by Ice B .  Risteski ,  Skopje, Macedonia . 

Given a >  f3 > 0 and j( x )  = x "'(l - x ) f3. If 0 < a < b < 1 and j(a) = j(b), show 
that j'(a) < -j'(b) .  

1 600. Proposed by Juan-Basco Romero Marquez , Universidad de Valladolid, Val­
ladolid, Spain . 

Let '?5 be either an ellipse or a hyperbola. For P a point on '?? , prove that the 
tangent line to '?? at P bisects one of the angles formed by the tangents to the circles 
passing through P with centers at the foci of '??. 

We invite readers to submit problems believed to be new and appealing to students and teachers of 
advanced undergraduate mathematics. Proposals must, in general, be accompanied by solutions and by any 
bibliographical information that will assist the editors and referees. A problem submitted as a Quickie 
should have an une:o:pected, succinct solution. 

Solutions should be written in a style appropriate for this MAGAZINE. Each solution should begin on a 
separate sheet containing the solver's name and full address. 

Solutions and new proposals should be mailed to Elgin Johnston, Problems Editor, Department of 
Mathematics, Iowa State University, Ames, IA 5001 1 ,  or IMiled electronically (ideally as a LATEX .file) to 
j ohnston@math . i a s t at e . edu . Readers who use e-mail should also provide an e-mail address. 

2 39  
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1 601 . Proposed by John Clough , State University of New York at  Buffalo , Buffalo , 
New York ; Jack Douthett , TVI Community College , Albuquerque, New Mexico ; and 
Roger Entringer, University of New Mexico , Albuquerque, New Mexico . 

Let a and b be positive integers . Place a white points on a circle so that they form 
the vertices of a regular a-gon. Place b black points on the same circle so that they 
form the vertices of a regular b-gon and so that white and black points are distinct . 
Beginning with a black point whose clockwise distance from the nearest white point is 
a minimum and proceeding clockwise, label the points with the integers 0 through 
a + b - l. Prove that the black points have labels l k ( a  + b) jb J, k = 0, 1, . . .  , b - 1 ,  
and the white points have labels r k(a  + b)  1 a 1 - 1 ,  k = 1 ,  2 ,  . . .  , a .  

1 602. Proposed by Michael Golomb , Professor Emeritus, Purdue University, West 
Lafayette, Indiana. 

Suppose S is a bounded set of points in IR ", n ;::: 2, such that every n-simplex whose 
vertices are points of S has volume at most V. Prove that there exists an n-prism of 
volume at most 2n(n - l) "

- 1 V that contains S .  
(An n-prism i s  an n-dimensional solid bounded by two parallel hyperplanes and a 

finite number of hyperplanes, each of which contains a line parallel to a fixed line 
intersecting these two hyperplanes . )  

1 5  77. Proposed by Philip Korman , University of Cincinnati , Cincinnati , Ohio . 

Consider the differential equation x " ( t )  + a(t ) x 3( t )  = 0 on 0 � t < oo, where a(t )  
i s  continuously differentiable and a(t )  ;::: K > 0 .  

(a) If a '( t )  has only finitely many changes of  sign, prove that any solution x(t)  is 
bounded. 

(b) If one does not assume that a '( t )  has only finitely many sign changes, is x(t )  
necessarily bounded? 

(This problem was originally published with a nonhivial typographical error in the 
differential equation. It has been fixed in the above . )  

Qu i ck ies 

Answers to the Quickies are on page 245. 

Q901 . Proposed by Jorge-Nuno Silva, University of Lisbon , Lisbon ,  Portugal. 

Begin with a finite pile of balls each labeled with a positive integer, with duplicates 
permitted. A move consists of removing a ball and possibly replacing it with any finite 
number of balls labeled with smaller positive numbers . Martin Gardner ( Scientific 
American and The Last Recreations) publicized the following result of Raymond M .  
Smullyan ( Annals of the New York Academy of Sciences 321 (1979), pp. 86-90): The 
pile will always disappear after a finite number of moves. 

View this as an alternate move game between two players, won by the player 
removing the last ball . Desc1ibe those piles for which the player with the first move 
has a winning strategy. 
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Q902 . Proposed by K .  R .  S .  Sastry , Bangalore, India . 

Let non-obtuse L::..ABC have sides of integral length satisfying BC < AC < AB . Let 
D denote the foot of the perpendicular from B to AC. Prove that AD - CD = 4 if 
and only if AB - BC = 2 .  

So l ut ions  

Similar Triangles i n  a Convex Quadrilateral June 1 999 
1 574. Proposed by Larry Hoehn , Austin Peay University ,  Clarksville , Tennessee . 

Let ABCD be a convex quadrilateral. Prove or disprove : There exists a point E in 
the plane of ABCD such that L::..ABE � L::.. CDE . 

I. Solution by Marty Getz and Dixon Jones , University of Alaska Fairbanks , Fair­
banks , Alaska .  

There always exists such a point E .  If AB i s  parallel to CD, then E is the 
intersection of the diagonals AC and BD. Othe1wise, let AB and CD intersect at F. 
Let E be the second intersection of the circumcircle of L::..ACF and the circumcircle 
of L::..BDF. Because quadlilateral AECF is cyclic, L EAF and L ECF are supplemen­
tary. Thus, L EAB = L ECD. Similarly, L EDC = L EBA. Thus , L::..ABE � L::.. CDE . 

-- .... / ' 
/ ' 

I ' 
I \ 

A I \ 

I 
I 

/ 
/ --

D c I F  I 

\ I 
' I 

' / 
.... / 

- - - -

II. Solution by Gerald D .  Brown , Mission Viejo , California . 

Represent A ,  B ,  C ,  D, and E as complex numbers . Then L::..ABE � L::.. CDE if and 
only if ( E - A)/( B - A) = ( E - C)/( D - C )  if and only if 

AD - BC 
E =  A - B - C + D ' 
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If the point E does not exist, then the denominator A - B - C + D = 0. However, 
this would require that ABDC be a parallelogram, which is impossible because 
ABCD is given convex. 

Also solved by Herb Bailey , Jordi Dou ( Spain ), Peter Hohler ( Su:it;:,erland), Hans Kttp/ms ( S,vit;:,er/and), 
Victor Y .  Kutsenok , Nee/a Lakshmana n ,  Harry Sedinger,  Paul ] .  Ztcier, and the proposer. 

Ratio of Areas of Two Triangles Sharing a Side June 1999 
1 575.  Proposed by Peter Y. Woo ,  Biola University, La Mirada , California . 

Given a convex quadrilateral ABCD, find the ratio of the area of b..ABD to that of 
t:,.BCD in terms of L BAC , L BCA , L DAC,  and L DCA. 

Solution by Waihung Robert Pun ,  stlldent, Shippensburg University, Shippensburg ,  
Pennsylvania . 

Let a 1 = L BAC ,  a2 = L DAC ,  y1 = L BCA,  and y2 = L DCA. By the law of 
sines,  we have 

and 

Then the ratio of the area of !::,.ABD to that of !::,. BCD is 

tAB · AD · sin( a1 + a2 ) 
t B C · CD · sin( y1  + 1'2 ) 

sin 'Y 1 • sin 'Y 2 · sin( a 1 + a 2 )  
sin a 1  · sin a 2  · sin( ')'1 + ')'2 )  
sin ')' 1 • sin ')' 2 • ( sin a 1 • cos a 2 + cos a 1 • sin a 2 ) 
sin a 1 • sin a 2 • ( sin 'Y 1 • cos 'Y 2 + cos 'Y 1 · sin 'Y 2 ) 
cot a2 + cot a 1  
cot y 2  + cot y 1 · 

Also solved by Herb Bailey,  Gerald D. Bnncn , Russell Euler and ]muad Sadek , Peter Hohler 
( Switzerland), Geoffrey A. Ktl l ldal/, Hans Kappus ( Stcit;:;erland), Victor Y.  Kutsenok , Nee/a Lakshnw1w n ,  
Mark Littlefield, Can A .  Minh ( graduate student),  Stephen Noltie, Volklwrd Sch indler ( Germany),  
Hein;:;-jiirgen Seiffert ( Germany), Chin W. Yang, Paul ] .  Z1cier, and th e proposer.  

Bisecting a Convex Polygon June 1999 
1 576. Proposed by Mircea Radu , Bielefeld Unive1�sity, Bielefeld, Germany. 

For 91 a convex polygon, prove that the following are equivalent. 

(l) The straight lines that divide 91 into two polygons of equal perimeter have a 
common point. 

(2) The straight lines that divide 91 into two polygons of equal area have a common 
point. 

(3) 91 is centrally symmetric. 

Solution by Jim Delany , California Polytechnic State University ,  San Luis Obispo , 
California . 

It is clear that (3) implies (1) and (2) . We will show (2) = (3) and (1) = (3) . In each 
case we will work in polar coordinates ,  taking the common point of intersection of the 
bisectors to be the origin . We suppose that the equation of the polygon is r =f( 8 ), 
where f is positive and has peliod 2 7T .  
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(2) = (3). If A is the area enclosed by the polygon, then the formula for area in 

polar coordinates implies 

for all 8. Differentiating with respect to 8 yields 

1 [ ] 2  1 [ ] 2  
2 f( 8 + 7T ) - 2 f( 8 ) = 0 , 

so j( 8 + 7T)  = j( 8 )  for all 8. It is clear that the preceding argument applies not only 
to polygons but to any polar curve r = j( 8 ) , where f is positive , continuous, and has 
period 2 7T . 

(1) = (3) . Consider the function 

Ll ( 8 )  =f( 8 +  7T ) -f( 8 ) . 

It is continuous and Ll( 7T)  = - il(O), so there is an angle a E [0, 7T ]  for which 
M a )  = 0 and j( a + 7T )  =J( a ). 

Let 0 denote the origin, A denote the point with polar coordinates (j( a ), a ), and 
B denote the first polygonal vertex (j( {3 ) , {3) for which {3 > a .  Let A'  and B '  be the 
points opposite A and B ,  namely (j( a + 7T ), a +  7T ), and (j( {3 + 7T ) , {3 + 7T ) .  We 
want to show that the hiangles .6. 0AB and .6. 0A'B '  are congruent. Condition (1) 
implies that the lengths AB and A'  B '  are equal . Let B" be the point on line BO 
such that .6. 0AB � .6. 0A'  B" .  Let M be the midpoint of AB . Clearly line MO 
intersects segment A' B "  in its midpoint M". Fmthermore, condition (1) also implies 
that line MO intersects segment A' B '  in its midpoint M ' ., If B '  =I= B", then M ' M" is 
parallel to the line through B '  and B", yet intersects this line at 0. Therefore , 
B '  = B"  and .6. 0AB � .6. 0� B ' .  We conclude j( 'Y + 7T )  =j( 'Y )  for a :::;; 'Y :::;; {3. Con­
tinuing through each of the vertices in this manner yields (3) . 

We remark that when r = j( 8 )  with f continuously differentiable, an argument 
similar to that for (2) = (3) above shows that (l) = (3) . The example r = j( 8 )  where 
j( 8 )  = cos 8 for I 8 1 :::;; 7T /3 and f has period 27T /3 shows that (l) may hold while (3) 
fails for r = j( 8 )  with f piecewise continuously differentiable . 

Also solved by Jiro Fukuta ( Professor Emeritus ,  Japan ), L. R. King , Victor Y. Kutsenok , Neela 
Lakshmanan,  Victor Pambuccian , Michael Reid, and the proposer. 

1577. This problem appeared with a critical typographical error. (The incorrect 
superscript in galleys appeared correct to the section editor's poor eyes .)  The 
corrected version is among this month's new proposals . 

A Binomial Symmetry June 1999 
1 578. Proposed by Chu Wenchang ,  Paris , France, and Alberto Marini , IAMI-CNR­
Milano , Italy . 

For nonnegative integers m , n ,  and p and complex numbers a ,  b ,  and z ,  define 

"' k ( 1n ) ;:; ( a + bk ) Jl 
Sm , , , p ( a , b , ;:; ) := k�O ( - 1) k z + k · -'o-(-z +-�-+....L"-,-) 

For p :::;; max{m ,n} , show that S"' ·  , , /a, b ,  ::: ) = S, ,  m ,  /a - bz , - b , ::: ) . 
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Solution by Paul ]. Zwier, Calvin College, Grand Rapids, Michigan . 

We prove the claim for p s m + n .  Set 

Then 

P m ,  n , P ( a ,  b , Z ) := ( m: n ) ( z : r: : n ) S m , n , P ( a ,  b ,  Z ) . 

= f: ( a + bk )  P ( - z ) ( z + r::_ + n ) k � o k m k 

�s a  polynomial in_: · Further�ore, �m , n , f! (a ,  b , z )  = Sn , m , /a - bz ,  - b ,  z )  i f  and only 
If Pm , n , /a, b , z ) - Pn , m , /a bz , b ,  Z ). 

We first use ind�ction to sh�w �hat_!m. n ,  P(a:_b ,  z )  and Pn . m . .,{a � bz ,  - b , z )  have 
degree at most p m z .  For z - m n ,  . . .  , 1 , 0, Pm. n , o(a ,  b ,  z )  IS the number of 
subsets with m elements of a set with m + n elements, i . e . ,  ( m,: n ) . Because 
P m, n, P(a ,  b, z) has degree at most m, it follows that Pm. n , 0(a ,  b, z )  is the unique 
polynomial of degree at most m + n with Pm. n , 0(a ,  b ,  z )  = ( m � n ) for z = - m -
n ,  . . .  , - 1 , 0, hence Pm, n , o(a , b , z ) =  ( m� n ) . To apply induction, first note that 
Po. n . /a, b ,  z )  = a P . For m :2: 1  

m = aPm, n , p ( a , b , z )  - bz L ( ( a + b ) k � l  
) p ( - z - 1 ) ( ( z + 1) + ( m - 1) + n ) + h( k - 1)  k - 1  ( m - 1) - ( k - 1) 

= aP m , n , p { a ,  b ,  z )  

m�l { p ( - z - 1 ) ( ( z + 1) + ( m - 1) + n ) - bz kt.:o ( a  + b ) + bk )  k ( m - 1)  - k 

= aP m . n . P ( a ,  b ,  Z )  - bzP m _ 1 • n . P ( a  + b ,  b , Z + 1)  . 

Similarly, P0• m , /a - bz , - b ,  z )  = (a - bz) P and, for n :2: 1 ,  

Pn , m , p + l ( a - bz , - b , Z) = ( a - bz ) Pn , m , p { a - bz ,  - b ,  Z )  
+ bzPn - l , m , p ( a  - b - bz ,  - b , z + 1) . 
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For z = - m - n ,  . . .  , - 1 , 0, 

n " ( - z ) ( z + m + n ) Pn , m , p ( a - bz )  = k�O ( a - b ( z + k ) ) k n - k 

= i: ( a - b ( z + k ) ) I' ( - z ) ( z + : + n ) 
k = O k n k 

_ 
� b " " ( - z  ) ( z + m + n ) - /:'o ( a + � ) - z -j z + n +j 

= _i: ( a  + bj ) I' ( � z ) ( z : � � n ) 
J = O ) ) 

"' . " ( - z ) ( z + m + n ) = j� ( a + bj ) j m -j = Pm , n , p ( a , b , z ) .  

2 45 

Thus, Pn , ,. , , (a - bz , - b , z ) = P,. , n , ,Ca , b , z )  for m + n + 1  values of z .  If p 5.  
m + n ,  this implies Pn , m , ,(a - bz , - b , z )  = P111 • n , ,(a ,  b ,  z ) . 
Comments . Heinz-Jurgen Seiffert proved the original claim by induction on m. 
Hjalmar Rosengren reports that the above generalization is a special case of a 
transformation formula discussed by George Gasper in "Summation formulas for basic 
hypergeometric series ," SIAM J. Math. Anal. 12 (1981), 196-200. 

Also solved by Hjalnwr Rosengren ( Sweden), Hein::-]iirgen Seiffert (Germany), and the proposers. 

Answers 
Solutions to the Quickies on page 24 1 .  
A901 . The first player has a winning strategy exactly when there is an odd number of 
balls with some label. The player should remove a ball with the largest label having an 
odd number of balls and add balls with smaller labels so that there are an even 
num her of balls in the pile with each label. A player facing such a position must leave 
an odd number of balls for at least one of the labels and, in particular, cannot win with 
one move . 

A902 . Let a =  BC,  b = AC, c = AB, and d = AD - CD. Then 

BD2 = c2 _ ( b ; d ) 2 = a2 _ ( b ; d ) 2 , 

or c2 - a2 = bd. 
If c - a = 2, then c = b + 1 and a = b - 1. Thus, 4b = bd, hence d = 4. 
Conversely, if d = 4, then (c + a)(c - a) = 4b .  From c + a  > b, it follows that 

c - a is 1 ,  2, or 3. If c - a = 1 ,  then c + a  = 4b > 2 a  + b ,  so that c > a +  b ,  a 
contradiction. If c - a =  3, then c + a = 4aj3, hence c = (4a + 9)/6, which cannot 
be an integer. Therefore, c - a = 2. 
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A ss�stant Eddor: Enc S. Rosenthal, West Orange,  NJ. A rticles and books are selected for 

th�s section to call attentwn to interestmg mathematical expos�twn that occurs outside the 

mamstream of mathemat�cs lderature . Readers are mv�ted to suggest items for review to 

the editors . 

Schechter , Bruce,  In the life of pure reason , prizes have their place,  New York Times (25  
April 2000) (National Edition) D 5 ,  (City Edition) F5 .  Ahuj a,  Anj ana,  A million-dollar 
maths question , London Times ( 1 6  March 2000) , http : I /www . the - t ime s . c o . uk/news / 

pag e s /t im/2000/03/ 1 6 / t imf eaf e a02004 . html . Doxiadis ,  Apostolos K . ,  Uncle Petros and 

Goldbach 's Conjecture , Bloomsbury Books . ISBN 1-58234067-6 

Well ,  after the conquest of Fermat 's Last Theorem , what 's  left to do that can be explained 
easily to the public? Goldbach 's Conj ecture,  of course :  that every even integer greater 
than two is the sum of two primes . Moreover , a correct proof by 15 March 2002 will win $ 1  
million , courtesy o f  publishers Faber & Faber and Bloomsbury Books . They are promoting 
their book Uncle Petros and Goldbach 's Conjecture , about an imaginary G reek colleague 
of Hardy, Littlewood , and Ramanujan who withdraws into isolation to try to prove the 
conj ecture . The publishers paid a premium "in the five figures" to insure against having to 
pay out the prize . It would be more realistic to allow the contest to run for 1 0  years;  but 
the premium would be greater , and by then the book would be out of print . 

Mackenzie , Dana, Fermat 's Last Theorem 's first cousin , Science 287 (4 February 2000) 
79 2-793 . Lauman , G . ,  La correspondance de Langlands sur les corps de fonctions [d ' aprs 
Laurent Lafforgue] . G. Lauman . 62 pages . Seminaire Bourbaki ,  52eme annee , 1 999-2000 , 
n° 873 (text of a Bourbaki lecture given 1 2  March 2000) , http : I / arXi v . org/PS _ c ache/ 

math/pdf /0003/0003 1 3 1 . pdf . 

Another part of the Langlands program , a collection of assertions about deep connections 
b etween G alois representations and automorphic forms , may have been proved . The pro­
gram , of which Fermat 's  Last Theorem is a small part , was proposed by Robert Langlands 
( Princeton University) in 1967 in a letter to Andre Wei! .  The proof of the Langlands con­
j ecture for algebraic function fields (finite extensions of the field C(z) of rational functions 
in an indeterminate) has been announced by Laurent Lafforgue (Universite de Paris-S ud) 
but not yet submitted for publication . The conj ecture for local fields was proven in 1998 ,  
but  still open is the  main case of algebraic numb er fields (finite extensions of (())) .  

Zome.  K its of assorted sizes, ranging from 72 pieces ( $ 9 . 915) to 1 406 pieces ( $ 249 . 9 5 ) , 
with support materials : Lesson Plans 1 . 0, $ 1 9 . 95  ( individual lesson plans downloadable 
free) ; Zome Primer by Steve Baer , $4 . 50 ;  and Zometool Manual by David Booth , $4 . 50 .  
Zometool,  Inc . , 1 526 S outh Pearl St . ,  Denver , C O  802 1 0 ;  www . zomesystem . c om . 

Zome kits consist of precision-molded plastic hubs and struts from which to build geometric 
structures : polyhedra, domes , DNA strands , crystals , lattices , buckyballs . The struts , 
which come in three lengths , are color- and shape-coded for easy assembly. Models can be 
dipped in soap solution to examine soap films . Kits and support materials are avai lable on 
free loan to teachers for risk-free evaluation . (Note:  Not yet mentioned at the Web site are 
the new angled green struts , which greatly enlarge the universe of buildable models . )  

246 
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Quinn , Jennifer , Eric Libicki , and Arthur Benjamin , The Number Years , http : / /www . 

j quinn . oxy . e du/numberyear s /  . 

Now mathematicians and their students have their own trivia game show format , The Num­

ber Years , suitable for play in large groups . (Confession : I was an enthusiastic comp etitor 
and finalist-but didn ' t  win-the contest at the mathematics meetings in Washington DC 
in January. ) The Web site includes questions from previous contests and instructions on 
how to play directly from the Web .  Sample Round 1 multiple-choice questions : Who first 
proved L ' H6pital 's Rule? Which telephone area code is prime? Which city has not recog­
nized the importance of Euclid 's contribution to mathematics by naming a street after him? 
In Reverse Polish Notation " 1 + 2 * 3 "  is written as . . .  ? According to Webster's  dictionary, 
which of the following mathematical terms also means "tartar" ? Which of the following 
mathematicians was not born on today 's date? Round 2 questions are short- answer ; Round 
3 contains mathematical word puzzles . 

Beck , Anatole , Michael N .  Bleicher , and Donald W .  Crowe , Excurswns into Mathematics , 

2nd ( "Millennium" ) ed . ,  A K Peters , 2000 ; xxv + 499 pp , $34 (P ) . ISBN 1-5688 1-1 1 5-2.  

This is a mathematically beautiful and appealingly designed book , saved from obscurity by 
a reprint of the 1 969 edition (with 7 pp of corrections and updates but without the color 
frontispiece showing 7-coloring of a torus) . " [D ]esigned to acquaint the general reader with 
some of the flavor of mathematics ,"  it contains 6 independent "excursions , "  on polyhedra, 
p erfect numbers , area, noneuclidean geometries , games , and numb er representations . None 
is a rehash of "standard" topics , and some results were first published here . Each excursion 
is designed to take up to 40 classroom hours , and the authors in part planned the book 
for high-school seniors . "The conceptual level . . .  is intended to b e  about the same as the 
calculus , and the student should be prepared for some hard thinking.  . . . Each of [the first] 
three chapters will introduce the student to the principle of mathematical induction . Each of 
the last three chapters presupposes that the student has mastered this principle . "  S urveying 
the book,  which is chockablock with imaginative proofs and conj ectures , those of us in the 
profession through the intervening 30 years are confronted with a discouraging truth, one 
that we already know in our souls too well : The target audience has almost d�s appeared ( in 
the U . S . ,  at least) . In the 1 960s , many high-school students mastered induction, which they 
saw used again in calculus; today, many sophomore and j unior mathematics and computer 
science maj ors struggle in a discrete mathematics course with the topic but can ' t  quite 
think hard enough to "get" it . Even in the 1 970s , though , this book was not widely used 
in liberal- arts mathematics courses , much less by high schools . For the publisher of the 
first edition , i.t was a loss-leader "prestige" book (a representative told me at one point 
that they had given away 9 , 000 "examination" copies) . The conceptual level of the book is 
ab ove calculus as it is now taught . Moreover , none of the topics in the book is motivated 
by or directed to applications (except for matrix games) . Paralleling the cultural decline of 
ideas in favor of pragmatism , of political ideals in favor of economic values , the campaign for 
relevancy in education succeeded admirably : Students value little else and have scant desire 
for hard thinking divorced from immediate application . Nevertheless-what a magnifi cent 

lwmg foss�l of a book! So, where's today 's audience? You yourself will find the book 
entertaining, enlightening , and delightfu l ,  and so will  curious mathematics students at all 
levels who admire abstract thought and are eager to indulge in it . 

Knuth,  Donald E . , Digdal Typograp hy , Center for the Study of Language and Information 
(CSLI) , 1 9 9 9 ;  xv + 685 pp (P ) . ISBN 1-57586-0 1 0-4 . 

"I guess I must have ink in my veins . "  This collection of more than 30 articles by Don Knuth 
chronicles his "decades-long quest to produce beautiful books with the help of computers . "  
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Twenty-Eighth Annual USA M athematical Olympiad ­
Problems and Solutions 

1 . Some checkers placed on an n x n checkerboard satisfy the following conditions :  

(a)  every square that does not contain a checker shares a side with one that does ; 

(b)  given any pair of squares that contain checkers , there is a sequence of squares 
containing checkers , starting and ending with the given squares , such that 
every two consecutive squares of the sequence share a side . 

Prove that at least (n2 - 2) /3 checkers have been placed on the board . 

Solution . It suffices to show that if m checkers are placed so as to satisfy condition 
(b) , then the number of squares they either cover or are adjacent to is at most 
3m + 2. But this is easily seen by induction : it is obvious for m = 1 ,  and if m 
checkers are so placed ,  some checker can be removed so that the remaining checkers 
still satisfy (b) ; they cover at most 3m - 1 squares , and the new checker allows us 
to count at most 3 new squares (since the square it occupies was already counted, 
and one of its neighbors is occupied) .  

2 .  Let ABCD b e  a cyclic quadrilateral . Prove that 

lAB - CD I + lAD - BG I  � 2 I AC - BD l .  

First Solution (by Po-Ru Loh) . Let E be the intersection of AC and B D .  Then 
the triangles ABE and DC E are similar , so if we let x = AE, y = BE,  z = AB,  
then there exists k such that kx = DE,  ky = CE, kz = CD . Now 

l AB - c D I = I k - 1 1 z 

and 

l AC - BD I = l ( kx + y) - (ky + x) l = l k - 1 l · l x - Y l · 

Since l x - Y l :S z by the triangle inequality, we conclude l AB - CD I � l AC - BD I , 
and similarly IBC - DAI  � l AC - BD l .  These two inequalities imply the desired 
result . 

Second Solution . Let 2a , 2/3 , 2')', 28 be the measures of the arcs subtended by 
AB, BC, CD , DA,  respectively, and take the radius of the circumcircle of ABCD 
to be  1 .  Assume without loss of generality that j3 :S o .  Then a + j3 + 1' + o = 1r ,  
and (by the Extended Law of Sines ) 

l AB - CD I = 2 1 sin a - sin !' ! = l sin a ; 1' cos a ; 1' I 
248 



MA T H E M A T I C S  M A G A Z I N E  V O L .  7 3 ,  N O .  3 ,  J U N E  2 0 0 0  

and 

. . , . a - 1 (a +  1 ) I l AC - BD I = 2 1 sm(a + (3) - sm((J + 1) 1  = sm -2 - cos -2 - + (3 . 

249 

Since 0 :S (a +  1) /2 :S (a +  1) /2 + (3 :S rr/2 (by the assumption (3 :::; 6) and 
the cosine function is nonnegative and decreasing on [0 , 1r /2] , we conclude that 
l AB - CD I ;::: l AC - BD I , and similarly l AD - BCI ;::: l AC - BD l .  

3 .  Let p > 2 b e  a prime and let a ,  b ,  c , d be integers not divisible by p, such that 

{rajp} + {rb/p} + {rcjp} + {rd/p} = 2 

for any integer r not divisible by p. Prove that at least two of the numbers a + b ,  
a +  c ,  a +  d, b + c, b + d, c + d are divisible by p. (Note : { x } = x - L x J denotes the 
fractional part of x . ) 

Solution . For convenience, we write [x] for the unique integer in { 0 ,  . . .  , p - 1 } 
congruent to x modulo p. In this notation , the given condition can be written 

[raJ + [rb] + [rc] + [rd] = 2p for all r not divisible by p. ( 1 ) 

The conditions of the problem are preserved by replacing a, b, c, d with sa ,  sb ,  sc, sd 
for any integer s relatively prime to p. I f  we choose s so  that sa = 1 (mod p) , 
then replace a, b, c, d with [sa] , [sb] , [sc] , [sd] respectively, we end up in the case 
a = 1 and b, c, d E  { 1 ,  . . . , p - 1 } .  Applying ( 1 ) with r = 1 ,  we see moreover that 
a + b + c + d = 2p. 
Now observe that { [x] [ (r + 1 )x] - [rx] = 

-p + [x] 
[rx] < p - [x] 
[rx] ;::: p - [x] . 

Comparing ( 1 ) with r = s and r = s + 1 and using the observation , we see that for 
r = 1 ,  . . .  , p -

2 , two of the quantities 

p - a - [ra] , p - b - [rb] , p - c - [rc] , p - d - [rd] 

are positive and two are negative . We say that a pair (r , x ) is positive if [rx] < 
p - [x] and negative otherwise; then for each r ,  (r, 1 ) is positive , so exactly one of 
(r , b) , (r , c) , (r ,  d) is also positive . 

Lemma 1 If r1 , r2 , x E { 1 ,  . . .  , p - 1 } have the property that (r1 , x) and (r2 , x ) are 

positive but (r ,  x )  �s negative for r1 < r < r2 , then 

Proof: Note that (r , x) is negative if and only if {rx + 1 ,  . . . , (r + l ) x}  contains a 
multiple of p. In particular , between r1 x and r2x ,  there lies exactly one multiple of 
p. Since [r1 x] and hx] are distinct elements of {p - [x] , . . .  , p - 1 } , we have 

p - x + 1 < r2x - r1 x < p + x - 1 ,  

from which the lemma follows . 0 
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Recall that exactly one of ( 1 , b) ,  ( 1 , c) ,  ( 1 , d) is positive ; we may as well assume 
( 1 ,  b) is positive , which is to say b < p/2 and c, d > p/2 .  Put 81 = [pjbJ , so that 
8 1  is the smallest positive integer such that (8 1 , b) is negative . Then exactly one of 
( 8 1 , c) and (8 1 , d) is positive , say the former . Since 8 1  is also the smallest positive 
integer such that ( 8 1 , c) is negative ,  or equivalently such that (8 1 , p - c) is positive , 
we have 8 1  = [pj (p - c)J . The lemma states that consecutive values of 8 for which 
( 8 ,  b) is negative differ by either 8 1  or 8 1  + 1 .  It also states (when applied with 
x = p - c) that consecutive values of 8 for which ( 8 ,  c) is positive differ by either 8 1  
o r  8 1  + 1 .  

From these observations we will show that ( 8 ,  d) is always negative . Indeed , if this 
were not the case,  there would exist a smallest positive integer 8 such that (8 , d) 
is positive ; then ( 8 ,  b) and ( 8 ,  c) are both negative . If 8 1  is the last integer before 
8 such that (8 ' , b) is negative (which exists because ( 8 1 , d) is negative , so 8 1 cannot 
equal 8 1 ) ,  then 

8 - 81 = 8 t  o r  8 - 81 = 8 1  + 1 .  

Likewise, i f  t were the next integer after 8 1 such that ( t ,  c )  were positive , then 

t - 81 = 8 1  o r  t - 8 1  = s 1  + 1 .  

From these we deduce that I t - 8 1  :S 1 .  However , if t -:f. 8 ,  then ( t ,  b) must also 
be negative, and any two values of x for which (x ,  b) is negative differ by at least 
81 2: 2. Thus t = 8 ,  contradicting the choice of 8 as a minimal counterexample, and 
proving the claim. 

r 1 
(r , b) + 
(r, c) - . . .  
(r , d) -

8 1  
-

+ 
-

8 1  + 1 
+ 
-

-
. . . 

8 '  
-

+ 
-

81 + 1 
+ 
-

-
. . .  

8 - 1 8 t 
+ - -
- - + 
- + -

Therefore ( 8 ,  d) is always negative . On the other hand , if d -:f. p - 1 ,  the unique 
8 E { 1 ,  . . .  , p - 1} such that [d8] = 1 is not equal to p - 1 ,  and (8 , d) is positive , 
contradiction . Thus d = p - 1 and a +  d and b + c are divisible by p, as desired . 

4 .  Let a1 , a2 , . . .  , an (n > 3) be real numbers such that 

and 

Prove that max(a1 , a2 , . . .  , an ) 2: 2 .  

Solution . Let b, = 2 - a, , and let S = 2:: b, and T 
conditions are that 

(2 - a1 ) + · · · + (2 - an ) 2: n 

and 

which is to say S :S n and T 2: n2 - 4n + 4S.  

I: b; . Then the given 
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From these inequalities , we obtain 

T 2: n2 - 4n + 4S 2: (n - 4)S + 4S = nS. 

On the other hand,  if b, > 0 for i =  1, . . .  , n, then certainly b, < 2:: b, = S � n, and 
so 

T = bi + · · · + b;, < nb1 + · · · + nbn = nS. 

Thus we cannot have b, > 0 for i = 1, . . .  , n, so b, � 0 for some i ,  and a, 2: 2 for 
that i ,  proving the claim . 

5 .  The Y2K Game is played on a 1 x 2000 grid as follows . Two players in turn 
write either an S or an 0 in an empty square . The first player who produces three 
consecutive boxes that spell SOS wins . If all boxes are filled without producing 
SOS then the game is a draw .  Prove that the second player has a winning strategy. 
Call a partially filled board stable if there is no SOS and no single move can 

produce an SOS ;  otherwise call it unstable. For a stable board call an empty square 
bad if either an S or an 0 played in that square produces an unstable board .  Thus 
a player will lose if the only empty squares available to him are bad ,  but otherwise 
he can at least be guaranteed another turn with a correct play. 
Claim: A square is bad if and only if it is in a block of 4 consecutive squares of 
the form S - - S .  
Proof: I f  a square i s  bad ,  then an 0 played there must give an unstable board . 
Thus the bad square must have an S on one side and an empty square on the other 
side. An S played there must also give an unstable board ,  so there must be another 
S on the other side of the empty square .  0 

From the claim it follows that there are always an even number of bad squares . 
Thus the second player has the following winning strategy : 

(a) If the board is unstable at any time , play the winning move , otherwise continue 
as below . 

(b ) On the first move , play an S at least four squares away from either end and 
from the first player 's first move . (The board is long enough that this is 
possible . ) 

(c) On the second move , play an S three squares away from the second player 's 
first move , so that the squares in between are empty. (Regardless of the 
first player 's second move , this must be possible on at least one side . ) This 
produces two bad squares ; whoever plays in one of them first will lose .  Thus 
the game will not be a draw .  

(d ) On any subsequent move , play in  a square which i s  not bad . Such a square 
will always exist because if the board is stable , there will be an odd number 
of empty squares and an even number of bad squares . 

Since there exist bad squares after the second player 's second move , the game 
cannot end in a draw ,  and since the second player can always leave the board 
stable,  the first player cannot win . Therefore eventually the second player will win . 
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6 .  Let ABCD be an isosceles trapezoid with AB I I  CD . The inscribed circle w 
of triangle BCD meets CD at E.  Let F be a point on the (internal) angle bisector 
of LDAC such that EF _L CD . Let the circumscribed circle of triangle ACF meet 
line CD at C and G. Prove that the triangle AFG is isosceles. 

Solution . We will show that FA = FG. Let H be the center of the escribed circle 
(also known as the excircle) of triangle ACD opposite vertex A. Then H lies on the 
angle bisector AF. Let K be the point where this escribed circle touches CD.  By a 
standard computation using equal tangents , we see that C K = (AD + CD - AC) / 2 .  
By a similar computation i n  triangle BCD , we see that CE = (BC + CD - BD)/2  = 
CK.  Therefore E = K and F = H. 

Since F is now known to be an excenter , we have that FC is the external angle 
bisector of LDCA = LGCA. Therefore 

n 1 n 1 
LGAF = LGCF = - - - LGCA = - - - LGFA 

2 2 2 2 . 

We conclude that the triangle GAF is isosceles with FA = FG, as desired . 
A B 

Fortieth Annual International Mathematical Olympiad ­
Problems 

1. Find all finite sets S of at least three points in the plane such that for all 
distinct points A,  B in S, the perpendicular bisector of AB is an axis of symmetry 
for S.  

2 .  Let n � 2 be a fixed integer . 

(a) Find the least constant C such that for all nonnegative real numbers x 1 , . . . , X n , 

(b ) Determine when equality occurs for this value of C.  
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3 .  We are given an n x n square board , with n even . Two distinct squares of 

the board are said to be adjacent if they share a common side. (A square is n o t  

adjacent to itself. ) Find the minimum number of squares that can be marked so 
that every square (marked or not) is adjacent to at least one marked square . 

4 .  Find all pairs (n , p) of positive integers such that 

• p is prime; 

• n :S 2p; 

• (p - l )n  + 1 is divisible by nP- 1 . 

5 .  The circles f1  and f2 lie inside circle r ,  and are tangent to it at M and N ,  
respectively. It i s  given that f 1  passes through the center of f2 . The common chord 
of r 1 and r 2 ,  when extended , meets r at A and B. The lines M A and M B meet 
r 1 again at C and D. Prove that the line CD is tangent to r 2 .  

6 .  Determine all functions f : lR --+ lR such that 

f (x - f (y) )  = f (f (y) )  + xf (y) + f (x ) - 1 .  

for all x ,  y E JR. 

Notes 
The top eight students on the 1999 USAMO were (in alphabetical order) : 

Reid W .  Barton 
Gabriel D. Carroll 
Lawrence 0. Detlor 
Stephen E. Haas 
Po-Shen Loh 
Alexander B. Schwartz 
Paul A. Valiant 
Melanie E. Wood 

Arlington , MA 
Oakland,  CA 
New York , NY 
Sunnyvale ,  CA 
Madison , WI 
Bryn Mawr,  PA 
Belmont , MA 
Indianapolis ,  IN 

Alexander (Sasha) Schwartz was the winner of the Samuel Greitzer-Murray K­
lamkin award , given to the top scorer on the USAMO . Newly introduced this year 
was the Clay Mathematics Institute (CMI) award , to be presented (at the discretion 
of the USAMO graders) for a solution of outstanding elegance, and carrying a $ 1000 
cash prize. The CMI award was presented to Po-Ru Loh (Madison , WI; brother of 
Po-Shen Loh) for his solution to USAMO Problem 2, included herein .  

Members of  the USA team at the 1999 IMO (Bucharest , Romania) were Reid 
Barton , Gabriel Carrol l ,  Lawrence Detlor , Po-Shen Loh , Paul Valiant , and Melanie 
Wood .  Titu Andreescu (Director of the American Mathematics Competitions) and 
Kiran Kedlaya (Massachusetts Institute of Technology) served as team leader and 
deputy leader , respectively. The team was also accompanied by Walter Mientka 
(University of Nebraska, Lincoln) , who served as secretary to the IMO Advisory 
Board . 
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At  the 1999 IMO ,  gold medals were awarded to  students scoring between 28  and 
39 points (39 was the highest score obtained on this extremely difficult exam) , silver 
medals to students scoring between 19 and 27 points , and bronze medals to students 
scoring between 12 and 18 points .  Barton and Valiant received gold medals , Carroll , 
Loh and Wood received silver medals , and Detlor received a bronze medal . 

In terms of total score (out of a maximum of 252) , the highest ranking of the 8 1  
participating teams were as follows :  

China 182 Republic of Korea 164 
Russia 182 Iran 159 
Vietnam 1 77 Taiwan 153  
Romania 1 73 United States 1 50 
Bulgaria 1 70 Hungary 147 
Belarus 167 Ukraine 136 

The 2000 IMO is scheduled to be held in Seoul and Taejon,  Republic of  Ko­
rea. Special note : the 200 1 IMO is scheduled to be held in Washington , DC 
and Fairfax , VA , USA .  For more information about the 200 1 IMO , send email 
to imo200 1 ©amc . unl . edu. 
The 1999 USAMO was prepared by Titu Andreescu , Zuming Feng, Kiran Kedlaya, 

Alexander Soifer and Zvezdelina Stankova-Frenkel . The training program to prepare 
the USA team for the IMO ,  the Mathematical Olympiad Summer Program (MOSP) , 
was held at the University of Nebraska, Lincoln . Titu Andreescu, Zuming Feng, 
Kiran Kedlaya, and Zvezdelina Stankova-Frenkel served as instructors , assisted by 
Andrei Gnepp and Daniel Stronger. 

The booklet Mathematical Olympiads 1 999 presents additional solutions to prob­
lems on the 28th USAMO and solutions to the 40th IMO .  Such a booklet has been 
published every year since 1976 .  Copies are $5 .00 for each year 1976- 1997 .  They 
are available from: 

Titu Andreescu , American Mathematics Competitions ,  1 740 Vine St . ,  
Lincoln , NE 68588-0858 .  

For further information about the sequence of  examinations leading to the US­
AMO , MOSP and IMO ,  contact the Director of American Mathematics Com­
petitions , Titu Andreescu , at the above address ,  or visit the AMC web site at 
http : / /www . unl . edu/amc .  

This report was prepared b y  Titu A n dreescu and Kiran Kedlaya. 
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